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Knowledge Discovery from Data

Knowledge Discovery From Data (KDD)

Knowledge Discovery from Data (KDD): the process of discovering useful pat-

terns or knowledge from (large) data sources.

Data sources:

• databases

• text

• images

• World Wide Web

• streaming data (video, audio)

• structures (graphs, etc.)

Terminology

The most popular terms today assoicated with intelligent data analysis are Machine

Learning and Data Mining. However, as technical terms referring to collections

of algorithms for solving specific problems, these two terms have somewhat nar-

rower scopes than that of our class.

In this class, we adopt the following conventions regarding the terminology.

Knowledge discovery from data (KDD) is used an an umbrella term for all

topics covered in the course. For us, KDD incorporates:

• Pattern Matching and Discovery: the techniques, methods and algorithms

for finding patterns in structured data.
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• Machine Learning, also known as Data Mining: the techniques, methods

and algorithms for making predictions from data.

• Information Retrieval: the techniques, methods, algorithms and data mod-

els for finding information in unstructured (primarily, but not always, tex-

tual) data. A larger area of ”sensemaking” in textual data is called Natural

Language Processing.

Knoweldge Discovery from Data is a multidisciplinary field combining the

approaches and methodologies from the following fields:

• Databases: KDD activities happen on very large datasets. The field of

databases deals with efficient storage and management of large quantities of

data.

• Statistics: the original field of data analysis. Statistics provides method-

ology for staging experiments and assessing results. It also provides some

basic building blocks for KDD procedures. In addition, a family of KDD

methods is based on the use of probability theory.

• Artificial Intelligence: machine learning, a sub-area of AI studies com-

puter algorithms that improve automatically through experience1 . The con-

cepts of supervised learning (classification) and unsupervised learning (clus-

tering), now the integral part of data mining, originated from machine learn-

ing and AI.

• Visualization: itself, a multidisciplinary area, visualization studies the means

of clear and understandable representation of information for human con-

sumption.

• Linguistics: and natural language processing provide rich supply of ”build-

ing blocks” for analysis of textual data, the same way machine learning and

statistics provide building blocks for analysis of structured data.

The Many Faces of KDD

Data is a by-product of human activity. Simple analysis of data can be performed

by querying databases or performing statistical analyses on data. KDD methods

seek to provide answers to more complex questions about the data and to discover

knowledge that was not ”expected”.

KDD processes and activities are all around us:

• Google search;

• Grocery store discount cards;

• Coupons in the mail;

• amazon.com’s ”People who bought this book also bought. . . ”

1Tom Mitchell, Machine Learning, McGraw Hill, 1997.
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• Netflix’s movie recommendations (complete with predictions of how much

you would like them)

• Spam filters

• Targeted advertising

• all the data you generate on Facebook and other social media platforms

• . . .

We need to understand a number of aspects of Knowledge Discovery from

Data:

• the technical aspect: as scientists and engineers we want to know how KDD

works.

• the applied aspect: businesses want to know which KDD methods can help

them address their needs.

• the sinister aspect: we generate data as a by-product of our activities. We

need to be aware of who uses this data and how they are using it.

KDD Process in a Nutshell

The process of knowledge discovery from data typically proceeds in three steps:

1. Pre-processing. Selection of data sources, transformation of raw data into

suitable format, data cleaning/filtering,. . .

2. Knowledge discovery. A KDD algorithm (or algorithms) is (are) run on the

data.

3. Post-processing. Output of the KDD algorithm(s) is analyzed, filtered (if

necessary), evaluated and visualized.

The KDD process is best viewed as a loop or a spiral - the work often does

not end at the post-processing step, but rather, the post-processing step informs a

revision of the problem, and triggers another round of the process.

What we will study

Our course is a broad but shallow cookbook introduction into Knowledge Discov-

ery from Data. By this we mean the following:

Broad: the course will cover a wide range of topics and will study a lot of different

problems that can be solved using KDD techniques/methods/algorithms.

Shallow: for each topic/problem domain we will sample some of the most well-

known and popular techniques/methods/algorithms, leaving more advanced

approaches to other courses in our curriculum.
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Cookbook: cookbooks consist of ”challenge” — ”recipe” pairs: given a task of

preparing a specific dish, a cookbook provides a clear and specific set of in-

structions for achieving this goal. A cookbook collects such instructions for

a wide range of dishes. Similarly, the approach in the course is to introduce

a specific problem, and discuss one or more algorithmic ways of solving it.

The course covers the following topics:

• Association Rules Mining. Search of associative patterns in market basket

datasets.

• Supervised Learning (Classification). Determination whether incoming

data belongs to a specific class (classes) of objects, based on prior informa-

tion about these object classes (categories).

• Unsupervised Learning (Clustering). Analysis of a collection of data items

targeted at combining these items into groups (clusters) based on their per-

cieved similarity.

• Collaborative Filtering and Recommender Systems. Formulation of rec-

ommendations (predictions) based on similarity patterns discovered in data.

• Information Retrieval. Search of textual document collections for docu-

ments relevant to user-specified queries.

• Link Analyisis. Analysis of graph structures targeted at identifying ”impor-

tant” components within the graphs.

Machine Learning Problems

Machine Learning Problem Description. The most general description of Ma-

chine Learning is something like this:

Given a number of observations, predict what other observations would

look like.

Machine Learning problems can be classified into

• Regression problems

• Classification problems

• Clustering problems

• Recommendation problems

depending on the shape of the observations, and on the form which the prediction

is to take.

Before proceeding with more detailed discussion of different types of machine

learning problems, we fisrt must examine the notion of observations.
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Data for Machine Learning: Objects, Features, Targets

In most cases, data for machine learning problems is a collection of object descrip-

tions, where each object is described as a collection of features.

Features. A feature is an individual measurable property of an object or phe-

nomenon that is being observed. A feature has the following properties:

• Name. An unique identifier that distinguishes the feature from all other

features considered as part of the same machine learning problem.

• Domain. A set of values the feature can take (i.e., the set of possible mea-

surements that can be made of the feature). Feature ranges can be finite or

infinite.

Types of features. Depending on the specific range of feature values, features

can be classified into the following categories:

1. Numeric. Numeric features have domains that are infinite or finite (but usu-

ally rather large) sets of numbers.

2. Categorical. Categorical features are features with domains that are not

numeric. Among categorical features, we identify

(a) Nominal features. These are features whose possible values admit no

order.

(b) Ordinal features. These features have possible values that can be

meaningfully ordered, and thus, can be represented as numbers {1, . . . , N}
where N is the size of the domain of the feature.

Example. Temperature of a hospital patient patient measured in degrees Celcius

is a numeric feature whose domain is the range [30.0, 45.0].

The patient’s native language is a categorical nominal feature. Its domain may

be rather large (total number of languages in the world is around 6900), by the pos-

sible values of this feature, e.g., ”English”, ”Spanish”, ”Mandarin”, ”Russian”,

etc. do not have an ascribed order.

The patient’s level of pain is a categorical ordinal feature. Its domain may be

{no, slight,moderate, severe}. There is a natural order that can be imposed on

these values: no < slight < moderate < severe, which makes this feature ordi-

nal. The domain can be represented as {1, 2, 3, 4} (or {0, 1, 2, 3}) with numbers

retaining their property of order.

Synonyms. We use the terms feature, attribute, and variable (or independent

variable) interchangebly.
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Observations. In statistics, an observation is a measured value, at a particular

moment of time, of a specific feature.

In this class, we use the term observation in a more general way to refer to a

collection of measured values of a particular set of features, that describe a specific

object or phenomenon.

Formalizing. A given machine learning problem describes a set of objects or

a set of phenomena by establishing a set of features A = {A1, . . . , An} whose

values combined produce a complete (from the perspective of the specific machine

learning problem) description of a single object/single phenomenon. The values

for each feature Ai, i = 1 . . . n come from the set Di = dom(Ai).

A vector x = (x1, . . . , xn) of values, where (∀i = 1 . . . n)(xi ∈ dom(Ai))
is called a data point. Often, without loss of generality, we refer to data points

as objects, phenomena, entities, points, records, tuples, feature-vectors or use a

domain-specific name to identify them.

Example. Consider a collection of features {Name, Language,Temperature,PainLevel}
representing the name of a hospital patient, their native language, their temperature

at admission time, and their self-reported pain level.

A description of a signle patient may be a vector of values

x = (”Mary Smith”, ”English”, 38.2, ”moderate”).

We can refer to x in a number of ways:

• vector of feature values, feature-vector, or simply vector

• data point

• observation

• object (although in this case it is a somewhat awkward term)

• record or tuple

• patient record (this is a domain-specific term that carries knowledge of the

semantics of the data)

• patient

Dataset. Let A = {A1, . . . , An} be a set of features. Let X = {x1, . . . ,xm},

where

(∀i = 1 . . . m)xi = (xi1, . . . , xin),

and

(∀j = 1 . . . n)xij ∈ range(Aj).

X is called a collection of datapoints, or a dataset.
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Algebraic View of Datasets

Dataset as a matrix. A dataset X = {x1, . . . ,xm} can be viewed as a matrix

X constructed as follows:

• The rows of X are vectors x1, . . . xm.

• The columns of X are individual features A1, . . . , An, with each column

containing the values of a single feature from all data points of the dataset.

Dataset X can be visualized as a matrix as follows:

X =















A1 A2 . . . An

x1 x11 x12 . . . x1n
x2 x21 x22 . . . x2n
...

...
...

. . .
...

xm xm1 xm2 . . . xmn















Size of a dataset. The size of a dataset X = {x1, . . . xn}, denoted |X| is the

number of data points in it, i.e.,

|X| = m

The dimensionality of the dataset X, denoted dim(X) is the length of the vec-

tors in it. If

xi = (xi1, . . . xin),

then

dim(X) = n.
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