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Information Retrieval

Definitions

Information Retrieval (IR). The process of findinglocumentsfrom a given
document collectiotthat arerelevantto theuser’s query.

Document. IR works withdocument collections.Eachdocument typically, is
atext or can be viewed as one.

Document collections. The key assumption of IR is thabcument collections
are large.

Note: This is not always the case. There are some specialszsiof IR techniques,
where the document collections are on the order of tens odéras of documents,
not hundreds of thousands/millions as is usual for tradiiblR settings.

Queries. A user queryis a formal representation of amformation need. The
two are not the same.

An information need is an articulated desire to obtain certain information ¢or t
find documents that contain certain information).gery is a representation of
an information need that can be processed by the specificniation Retrieval
system.

Example. The user information need is to find all information aboutthever-
sity of Alabama’s 1992 football season, in particular, talfihe list of all games.

The user query to a search engine (google) catibai versity of Al abama
Crimson Tide football 1992 season ganes schedul e".

(Given this query, Google returns the wikipedia page on 8821Alabama foot-
ball season, with the list of games as the top page).



Query types. Different IR systems use different typesmqieries

keyword queries: user expresses information need as one or kkeye/ords (terms).
The IR system searches for documents containing one or nidine ¢erms
specified by the user.

Boolean queries: user expresses information need as a Boolean expressien con
necting one or more keywords. The IR system searches fomuerts that
match the boolean query.

phrase queries: user expresses information need in a form of a sequence dserms
constituting a phrase. The IR system searches for docurttattsontain at
least one instance of the phrase.

proximity queries: user expresses information need in a form of a sequence of
words/terms constituting a phrase. The IR system searchasotuments
that contain all terms in the query close together in the text

full document queries: user expresses information need in a form of an existing
document from the document collection. The IR system rsttine list of
documents that are most similar to the query document.

natural language questions/queries:user expresses information need in a form
of a question (text) in natural language. The IR system fihdslbcuments
in the collection that best answer the question (and ocealjp integrate the
information obtained to provide a single cohesive answéng¢ajuestion).

Ranking. IR systems typicallyank answers to the user queries. The ranking
is done according to theomputed relevance of each document to the quergs
perceived by the IR system.

Relevance. A numeric measure determining whether a document shoulé-be r
turned as the answer to a user query. Typicalyevanceranges from0 (com-
pletely irrelevant) tol (extremely relevant). Different IR models interprete-
vancein different terms: probability that a user will find the docent relevant;
degree of similarity between document and query (or th@iragentations), etc.

Architecture of an IR system

Figure 1 shows an architecture of a typical IR system.
A typical IR system consists of two major components:

Indexing system: the off-line componentof an IR system. This component is
responsible for processing the document collection anatiog aninternal
representationof the documents that can be used byréteieval engineto
efficiently retrieve documents given queries.

Retrieval Engine: the on-line componentof an IR system. The retrieval engine
accepts queries from users, processes them using theahtepnesentation
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Figure 1: Architecture of an Information Retrieval system.

of the document collection consturcted by thdexing system and deliv-
ers results back to the user. Retrieval engine can contaseafeedback
mechanismfor refining queries and returning better results.

All in all, from document collection and to the query answihigre are three
main stages:

1. Preprocessing.Preprocessing involves a number of, typically, model-patelent
procedures that turn input documents from text into remrasiens that
model-based indexercan use to construct ttdocument collection index
Typical preprocessing steps include:

(a) Parsing and tokenizinginput. On this stage individual keywords/terms,
sentences, phrases and other constructs are identifieal. pals of the
input, not needed in the indexing process (e.g., HTML tagsjiltered
out.

(b) Stopword removal. Some words are ubiquitous, and their value as
keywords is negligible. These words are identified and resddvom
the document representations.

(c) Stemming. Each keyword is replaced with itdem - a substring that
represents theanchangable portion of the keyword@his allows the IR
system to treat words likecomputer”, "computers”, "computing”,
"computation” as the same keyword.

1This is not always desirable. Google, for example does eot &eywords. However, in smaller
document collections stemming can significantly improvedbality of retrieval.



2. Indexing. Indexing produces thdocument collection index a collection
of data structures representing the document collecti@viay that (a) re-
flects the nature of the collection and (b) allows for efficieztrieval query
processing.

Indexing ismodel-dependent different IR methods use different approaches
to building the final document collection index.

3. Retrieval engine.The query engine has three roles (the third role is optional,
but is commonly found):

(&) Management of user queries. User queries are accepted, and, de-
pending on their type, analyzed, parsed, and indexed.

(b) Query processing. Parsed and indexed queries are compared using
retrieval algorithms Results areetrieved rankedand provided to the
user.

(c) Feedback processing(optional). User feedback regarding relevance
of specific retrieved documents is accepted, analyzed, sed 1o re-
fine the list of retrieved documents.

Information Retrieval Models

IR model is a way of representing documents and queries and compiltéeng
relevance between them.

Common Features

Most IR models share the following features.

Document collection. The input data for each IR model is a document collection
D ={d,...d,} of documents.

Vocabulary (corpus). The collection ofnon-stop word terms found in the doc-
uments fromD is called thevocabulary or corpus of D. Given D, we denote the
vocabulary ofD as

Vp = {t1,...ta}.

(where D is unigue, we denote the vocabulary Bfas simplyV'.) Eacht; is a
distinct term (keyword) found in at least one documentZin

Bag of words representation. Each document; € D is represented aslaag
of words, i.e., as arunordered collection of terms found in each documebtg
means that the number of occurrences of each term may beitakeaccount).

The standard representation g of wordsis avector of keyword weights a
vector which assigns each tertn € V a weight based on its occurrence/non-
occurrence ini;.

As such, we viewl; as the vector

dj = (wlj,ng,ng, e ,w]y[j).
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Herew;j is the weight of ternt; in documentd;.
Different IR modelsrepresenterm weightsin different ways.

Boolean Model

Boolean Information Rertieval modelis the simplest IR model. It has the fol-
lowing features:

Term weights. Given a documentl; € D, it is represented as the vector of
binary keyword weights d; = (w1, waj, wsj, . .., wa;), wherew;; € {0,1} and

i — 1 : t;appears inl;;
" 0 : otherwise

Queries. Boolean model accepts simpdeyword queriesandBoolean queries
A keyword queryg = {tq1,...,tqs} IS represented as a boolean expressignA
tg2 N oo N Qys-

Query processing. A document vectord; is relevant to query; (keyword or
boolean) ifd; = ¢, i.e., if ¢ is satisfied byor istrue on d;.

This reducesjuery processingin boolean model tsatisfaction checkingr boolean
expression evaluatioron specific instances.

Document retrieval. Each document satisfyingis retrieved. Retrieved docu-
ments arenot ranked: they are either retrieved (match the query) or not retdeve
(do not match the query).

Pros. Simplicity. Efficiency. Familiarity.

Cons. Noranking. Requirexact match(rarely useful on practice). Exact match
of keywords (no synonyms, no related terms).

Vector Space Model

Overview. Vector Space Modetepresents keyword weights on the scale from 0
to 1 and represents queries in a way, similar to documenisetcosine similarity

to compute the relevance between a document and a query endhasrelevance
value to rank the results.

Term frequency. Given a document; € D and a termt; € V, theterm fre-
quency (TF) f;; of ¢; in d; is the number of times; occurs ind;. For a document
d;, we can construct its vector of term frequencies

fdj = (f1j7f2j>"' af]Wj)'



Normalized term frequency. Term frequencies are commonly manipulated to
provide for a better representation of the document. Twoipudattion techniques
used areghresholding andnormalization.

Given athreshold value o, we setterm frequency {j to be
) fiyor fi <o
flo=
’ a  fij>a
(i.e., we discount any further occurrences of the terms audeent beyond a certain
threshold o number of occurrences).

Given a vectorf,, of (possibly thresholded) term frequencies, we compate
malized term frequenciest f;; as follows:

fij

max(fi;, foj, .-, faj)

tfij =

Document frequency (DF). Given a termt; € V, its document frequency df;
is defined as thaumber of documents in which¢; occurs

df, = |{dj S D|f2J > 0}|
Inverse document frequency (IDF). Givenaternt; € V, itsinverse document
frequency (IDF) is computed as

idf; = log %

TF-IDF keyword weighting schema. Given a document; and a ternt;,
fij

HlaX(flj, cee 7fMj)

. n
wij = tfij - idfy = -logy a

Intuition.  The idea behind thd-idf weighting schemais straightforward. The
importance of a keyword to a document is measured using tles:ru

1. The more often the keyword appears in a document, the mmgrertant it is.

2. The less frequently the keyword appears in the documdigction, the
more important its occurence is in each document.

Term frequency (or normalized term frequency) captures the first ruteerse
document frequencycaptures the second rule.

Query weighting schemas. Given a queryy = (wig, . .., wuq), the query term
weights can be determined using the exBetIDF weighting schema

wiq = tfiq . dez

However, if g is short (contains relatively few terms in comparison witta+
ments fromD), some slight adjustments can be adopted:

Wiq = (0.5 + 0.5 - tfiq) - idf;.



Other simple weighting schemas. Some other simple term weighting schemas:
Normalized Term Frequency (TR);; = tfi;.
Inverse Document Frequency (IDR);; = idf;.

(note, wherd; has no repeated keywords, TF-IDF weighting schema conserge
to simple IDF weighting. This is common in document collens that consist of
small documents: e.g., lists of quotations.)

Relevance computation. Vector space retrieval traditionally uses ttesine sim-
ilarity to compute relevance:

M
dj - q i=1 Wij - Wiq

A1 - - M M '
lld;ll-Tlall /oM w2 - M, w2,

sim(d;,q) = cos(d;, q) =

Modifications of Vector Space Retrieval

Various modifications have been proposed bothTRelDF weighting schema
and to therelevance computation.

Okapi. Okapi is a family of vector space retrieval methods that try to cemp
sate for the disparity in the size of the query and the sizéd@fdocument being
queried.

These methods can be considered as either modifying thexerghts or mod-
ifying the relevance computation function.

The following formula shows how the relevance compuatiomdslified:

. n —df; +0.5 (k1 +1)- fi (k2 +1)- f;
ted;,q v ’ 1'(1_b+b'avdl)+fij 2 W

Here,

dl;: length of document; (in bytes)
avdl: average length (in bytes) of a documentin

ky: normalization parameter faf; 1.0-2.0
b: normalization parameter for document length  usu@liip
ko normalization parameter for quegy 1 — 1000

Pivoted normalization weighting (pnw).

1+ In(1 + In(f;; n+1
tedyq (L—8)+s- o ’

Here,s is the document length normalization parameter, usuatlyos@ 2.



Evaluation of IR Systems

Notation. LetD = {dy,...,d,} be adocument collection. Letbe a query, and
let S, = {d},...,d}} be alist of documentsretrieved by some IR systesi The
documents are ranked in the order their of percieved retavemthe query:

sim(dy, q) > sim(dy, q) > ... > sim(dy, q).
We also assume that if for some € D, sim(d;,q) > 0 thend; € s(q), i.e., the
list s(¢) contains all documents deemed relevant by the system.

Given a queryy, let D, = {d7, ..., d; } be theset of documents fromD that are
truly relevant to query ¢. This set is often referred to &golden standard”.

Precision. Theprecision of IR systemS on queryg is the percentage oétrieved
documents that anelevant:

0,015,
A

precision =

Precision answers the questiathat percentage of retrieved documents is rele-
vant?

Recall. Therecall of an IR systemS on querygq is the precentage atlevant
documents that aretrieved by S:

D,NS,
recall = 1Dq 0 5| q‘.
[ Dq]
Recall answers the questiarnat percentage of relevent documents is retrieved?

F-measure.Thef-measureis the harmonic mean girecision andrecall.

2 - precision - recall

fi=

precision + recall

More generally, for # 0,

(14 82) - precision - recall

fs=

(32 - precision + recall

Recall and precision at rank:. In many retrieval systems, the entire sgtis
either unobservable (too many answers) or is hever used.

(e.g., most people concentrate on the first 1-2 pages offigtened by Google.)

We can measure the accuracy of the retrieval ustegll andprecision at rank
measures.
Notation. Let Sé = {d},...,d}} denote the list of top retrieved documents for
queryg.

Recall at rank i. Recall at rank is the recall achieved by considering only the set
S} as the query answer:

S50 Dy

recall(i) =
| Dy



Precision at rank i. Precision at rank is the precision achieved by considering
only the setS‘é as the query answer:

o 1SeN Dy
precision(i) = —Ei
|5¢]

Average precision. Average precisiofis the mean of the precision over all ranks
i

1 L
Pavg = @ . ; |Sq|precision(i).

Precision-Recall Curve. The plot showing the values pfecision at rank i and
recall at rank i (plotted against each other).

Precision at recall levels. Sometimes, it makes sense to consider the following
collection of precision metrics. We select valies ry < ro, <rg <...rs < 1.

For each value; from the list, we find the se§, C S,, such thatrecall(i) > r;
while recall(i — 1) < r; (i.e. the smallest list of ranked retrieved documents that
achieves the recall of;).

The precisiorprecision(r;) at recall level; is defined agrecision (i) for such
S, Precision-recall curve can be used to plot precision @ravels.

Multiquery measures. Average Expected Precision. IR system behavior on
individual queries may vary. It is important to be able to suamize IR system
accuracy in general, i.eoyver multiple queries

Let@ = {q1,...q1} be alist of queries and,, ,...,S,, be the ranked lists of
retrieved documentsiverage precision overQ at recall levelr; is defined as

. L

precisiong(r;) = ar Zprecisionqi (7).
i=1

Let S,(r;) be the seSy” = {df,...,d? } C S, such thatrecall(Sq" > r; but
recall(qu_l) <71
Overall precision at recall levelr; is defined as

24 1S4, (ry) 0 D |
S 1S4, (r7)]

precisiong(r;) =

Preprocessing

Preprocessinginvolves a number afmodel-independentactivities: i.e., tasks that
need to be performed in order to represent documents framsbags of words

These tasks includearsing, stopword removal andstemming



Parsing

Parsingis the only preprocessing activity that is dependent onrtpatiformat.

The parsing process reads one-by-one each docunagrfrom the document
collection D. The following tasks are typically performed:

e The input document itokenized That is, theparser detects word bound-
aries, punctuation and other features of the document.

e The input document iltered if necessary. Some documents are provided to
the IR system in a form dfiTML or XML files. Other documents may contain
formatting instructions, tables, images, and other feattinat either require
deep parsingor need to be/ can be ignored by the rest of the preprocessing
and indexing components.

(For example, if the documents are provided in HTML form, smaiTML
tags can be removed from the document file.)

Stopword Removal

Stopwords. A stopwordis a word that is found in colloquial speech/literaturefsfie
document collectioso often, that it does not carry any specific meaning, nor does
it possess any discriminating ability.

Various lists of stopwords exist. Typical stopwords prenouns ("I, "you”,

"they”, "them”, "his”), common verbs ("do”, "be”, "am”, "are”, "have” "had"),
propositions and connectives: ("in”, "onto”, "and”, "or”, "of”, "from”).

Some document collection acquire stopwords that are spdcithem. E.g., a
collection of Computer Science articles may need to decClmomputer” to be a
stopword.

Stopword removal. Stopwords causfalse positivesso it ia important to get rid
of them. The traditional mechanism is as follows:

e For each token of typavord read from the document, check if the word
belongs to the list of known stopwords.

o If it belongs to the list of stopwords, remove it from the airge consider
next word.

e If is does not belongo the list of stopwords, pass the token onto the next
step of processing.

Stemming

Stemmingis the process of replacing a word with g&emor root?.

Stemming proceduresare unique for each language. In EngliBtorter Algo-
rithm [1] is considered to be the traditionstemming technique The specifics of
the algorithm can be found in [1], as well as at

2Technically, a stem of a word is more than just a root. Stergraigorithms keep prefixes intact.
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http://tartarus.orgiémartin/PorterStemmer/
The algorithm itself is described at
http:/tartarus.orgtmartin/PorterStemmer/def.txt
The algorithm is organized as a series of rule applicati@gen a word, on each
step of the series the algorithm checks whether a rule iscatybe. A rule identifies

the ending of the current word, and replaces it (occasignsiinply removes it)
with a shorter ending.
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