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Project Introduction


The goal of my senior project wasto create a new interface for the PlanIt program, originally developed at the University of Kentucky.  More precisely, I worked with  honors students Brian Oppenheim and Evan Hecht to develop a more intuitively understandable and useable interface to navigate the policy tree generated by the PlanIt program.  My interface may seem similar to the previous version of the PlanIt interface, however my specific goal was to demonstrate the viability of the API that we designed and then Brian and Evan implemented.


With my interface I made some improvements to the design in its usability and intuitive communication of ideas.  That included showing an explicit two step process to advance to the next state, smiley face utility and probability representation, and a concept of time. Additionally, I added features for future debugging and usability testing.  To aid in debugging I added a wizard mode to allow the user to view hidden utility and probability values.  For testing of the interface’s usability, an event logger can be turned on to record how the user interacts with the interface.  See the appendix for a sample event log generated from performing a quick navigation with the interface. Also, my interface has the option of being in test mode which hides the “about” information so that the user is not biased one way or another by the information it reveals.

Improvements


During the designing of the API, we defined a state as the state variables plus a time counter. Since the plan is cyclic, states can be visited more than once.  So the only way to differentiate two states visited at two different times would be the value of the time counter.  The elapsed time interval can be changed but in essence it is a counter of the number of states that have been traversed. The prior interface did not have this concept of time displayed and we decided that it would be an important feature for the my new interface in order for it to be more intuitive.  My interface makes use of this feature of the API and displays the time counter associated with a state as one of its state variables.


Upon review of how the user traverses to a new state, it became apparent that it was a two step process.  This process involved first selecting an action then selecting a possible result state from that action.  The previous interface hid that fact by automatically selecting the recommended action and displaying the result states.  It was not a bad idea to automatically select the recommended action but the other possible actions were hidden in a drop-down menu.  Users have more control over what actions they wish to take than the outcome from those actions (ex weather causes failure of an action).  So the actions should be readily accessible for the user to manipulate.  Thus all the available actions are easily visible in the top center of my interface.  Like the previous interface the recommended action is automatically selected and clearly differentiated from the rest of the possible actions.


Part of the confusion with the previous interface was that there were large colored boxes in the middle of the screen that new users did not know what they represented.  In the new interface, I switched from color coded boxes to well known smiley face images.  I created five smiley faces that range from the red colored awful face to the green colored great face.  This change allowed a first time user to immediately see the different faces as a means of representing the “goodness”  or the quality of the state.  In my interface the size of a smiley face represents a result state's probability to occur.  However, for a first time user the concept of probability was not conveyed as well as the quality of the state.  This may need more research on to how to intuitively convey probability to the user.

Results

Initial Screen (IMG1)
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1. Current State Information – This list displays the current state’s variables.  For any given domain there will be state variables which differentiate the states of the Transition Utility Probability(TUP) tree. So the current state's variables are displayed here.  In addition to the current state there is a utility value associated with it.  Thus a smiley representing that utility value is included with the state variables (the same smiley face is located in number 7 as well).  

2. Action Selection List – This is the list of currently available actions which the user can select from the current state.  The recommended action from this state is at the top of the lists and already selected when the new state is displayed.  In addition “(Recommended Action)” is appended to the recommended action name.

3. Next State Information – This list displays the selected result state’s variables.  See number 9 for more information.

4. Back Navigation Button – This button allows the user to traverse backwards in the tree.  The initial state is the start of the policy so there is no previous state, so the back button is currently disabled.  When the user has taken one or more steps forward, the back button will be enabled (see number 13).

5.  Select Result State Button – This button causes the forward advancement in the TUP tree by taking the path associated with the selected action and result state.  This button is disabled when no result state is selected.  See number 10 for when the button is enabled since a result state is selected.

6. Possible Outcome List – This lists all the possible outcomes that may result from executing the selected action.  This is where the smiley face plays its main role.  The list is sorted by probability.  So the most likely outcome from an action is at the top of the list.  Also the size of the smiley face represents the probability of the outcome as well.  There are five different smiley faces that represent the quality of a given state.  In this image there is only white(neutral quality) and yellow(good quality) faces, however there are five faces to split up the range of quality.  These faces are:

Awful(Red)<->Bad(Orange)<->Neutral(White)<->Good(Yellow)<->Great(Green).

7.  History Filmstrip – This ‘filmstrip’ displays the past states up through the current selected result state.  In the Initial Screen(IMG3) image with no result state selected and no previous states only the current state is displayed.

After Result State Selection(IMG2)
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8. Action Selection List (Alternate Action Selected) – When alternate action is selected in the action list, the recommend action stays highlighted green to point out that action is the recommended action.

9.  Next State Information – This is the now populated state variables of the selected result state. As can be seen in IMG2 the time variable in the next state information is incremented one more  than the current state Information list.  There is another smiley face to represent the next states quality.  Notice that the smiley face in the list is the same type that is selected in the result state list since they both represent the same state.

10.  Select Result State Button – With a result state selected, the option to advance forward in the TUP tree is now available.

11. History Filmstrip – Now that a result state is selected the filmstrip now has both the current state’s smiley face icon and the selected result state’s smiley face icon displayed.

After Eight Advancements(IMG3)
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12.  Condensed Delta & Wizard Mode Tool Tip – Some of the result states have considerably long delta text.   To help with this the tool tip breaks the text into a multiple lines to display all of the changes.  For debugging and testing purposes the interface has a “Wizard Mode” to display actual values that are used to decide the way in which things are displayed.  In IMG3 the tool tip displays a utility value of .64 in the range of -1 to 1.  This value is fairly high and results in a great smiley face.

13. Back Navigation Button – Now that there are one or more previous states in the history, the back button is enabled to allow the user to return to the last state.

Appendix

Sample Event Log 

[TestComputer]: 2008/12/12 13:37:08 - Selected new Action: rollerCoaster

[TestComputer]: 2008/12/12 13:37:09 - View result state. (ResultState <utility, probability>: <0.15714285, 0.19440001>).

[TestComputer]: 2008/12/12 13:37:10 - Selected new Action: waterDunk

[TestComputer]: 2008/12/12 13:37:10 - Traversed forward in plan by clicking the select button. (Action: rollerCoaster) (ResultState <utility, probability>: <0.15714285, 0.19440001>).

[TestComputer]: 2008/12/12 13:37:12 - Selected new Action: rollerCoaster

[TestComputer]: 2008/12/12 13:37:13 - View result state. (ResultState <utility, probability>: <0.15714285, 0.32400003>).

[TestComputer]: 2008/12/12 13:37:14 - Selected new Action: drink

[TestComputer]: 2008/12/12 13:37:14 - Traversed forward in plan by clicking the select button. (Action: rollerCoaster) (ResultState <utility, probability>: <0.15714285, 0.32400003>).

[TestComputer]: 2008/12/12 13:37:16 - View result state. (ResultState <utility, probability>: <0.27142859, 0.48000002>).

[TestComputer]: 2008/12/12 13:37:17 - Selected new Action: seeShow

[TestComputer]: 2008/12/12 13:37:17 - Traversed forward in plan by clicking the select button. (Action: drink) (ResultState <utility, probability>: <0.27142859, 0.48000002>).

[TestComputer]: 2008/12/12 13:37:19 - View result state. (ResultState <utility, probability>: <0.34285715, 0.42000002>).

[TestComputer]: 2008/12/12 13:37:20 - Selected new Action: waterDunk

[TestComputer]: 2008/12/12 13:37:20 - Traversed forward in plan by clicking the select button. (Action: seeShow) (ResultState <utility, probability>: <0.34285715, 0.42000002>).

[TestComputer]: 2008/12/12 13:37:24 - View result state. (ResultState <utility, probability>: <0.41428572, 0.2592>).

[TestComputer]: 2008/12/12 13:37:25 - Selected new Action: drink

[TestComputer]: 2008/12/12 13:37:26 - Traversed forward in plan by clicking the select button. (Action: waterDunk) (ResultState <utility, probability>: <0.41428572, 0.2592>).

[TestComputer]: 2008/12/12 13:37:27 - View result state. (ResultState <utility, probability>: <0.5285714, 0.13824001>).

[TestComputer]: 2008/12/12 13:37:27 - Selected new Action: snack

[TestComputer]: 2008/12/12 13:37:28 - Traversed forward in plan by clicking the select button. (Action: drink) (ResultState <utility, probability>: <0.5285714, 0.13824001>).

[TestComputer]: 2008/12/12 13:37:29 - View result state. (ResultState <utility, probability>: <0.64285713, 0.058320012>).

[TestComputer]: 2008/12/12 13:37:32 - Selected new Action: waterDunk

[TestComputer]: 2008/12/12 13:37:32 - Traversed forward in plan by clicking the select button. (Action: snack) (ResultState <utility, probability>: <0.64285713, 0.058320012>).

[TestComputer]: 2008/12/12 13:37:39 - Selected new Action: snack

[TestComputer]: 2008/12/12 13:37:40 - Traversed backwards in plan tree.

[TestComputer]: 2008/12/12 13:37:41 - View result state. (ResultState <utility, probability>: <0.64285713, 0.058320012>).

[TestComputer]: 2008/12/12 13:37:42 - Selected new Action: waterDunk

[TestComputer]: 2008/12/12 13:37:42 - Traversed forward in plan by clicking the select button. (Action: snack) (ResultState <utility, probability>: <0.64285713, 0.058320012>).

