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## 2. Related Work:

There have been a number of systems in the literature that share some of the same functionality as the Generic Decision Making Framework for Autonomous Systems (GDMFAS). Much of the executive system research in the area of autonomous space vehicles has focused on scheduling and planning.

## 2.1 Groundstation Approach:

The first executive systems designed for spacecraft appeared in the early 1990’s. Unlike GDMFAS, these executive systems were in control of the groundstation instead of the spacecraft. While this approach replaces expensive groundstation personnel, it doesn’t assist the spacecraft in making real-time decisions. Three such systems are GENIE [1], LOGOS [2], and more recently, ASOF [3].

 GENIE, a system created in 1993 by NASA Goddard Space Flight Center, was the original groundstation-based executive and only marginally succeeded at replacing a groundstation operator. The GENIE system had limited intelligence and required a fair amount of human intervention to solve issues that occurred during execution. The system had multiple operation modes, including a shadow mode where GENIE wouldn’t execute the commands, but would display them instead, but was closer to a prototype than a full replacement for a groundstation operator.

NASA Goddard’s next attempt at groundstation automation wasn’t until 1995 with the LOGOS system. LOGOS added additional groundstation capabilities but still utilized GENIE for spacecraft command tasks. LOGOS new features included, among other things, health monitoring and error correction. Although LOGOS was closer to a full human replacement, command execution still suffered the same defects as GENIE due to GENIE’s integration in the system.

The most recent approach is the ASOF system. ASOF was developed in 2010 as a Cal Poly Masters thesis, and takes an agent-based approach to executive system functionality. Like LOGOS, ASOF is a framework that allows agents to be deployed to achieve specific, user-defined functionality. However, ASOF doesn’t define its agent interface as rigidly as LOGOS does, which allows ASOF to be more extensible. Further, ASOF doesn’t rely on a previous system which increases its flexibility and (in this case), its reliability. Since the author of ASOF, is familiar with what has and hasn’t worked in the past, he was able to design a system from the ground up that meets the needs of groundstation ops, but doesn’t integrate a flawed system into the architecture, making the end result more effective.

## 2.2 Platform Independent Approaches

 With the faith in autonomous systems increasing, newer systems were developed. ASPEN [4], deployed by JPL in 2001, is a planning/scheduling system that facilitates the execution of tasks by decomposing mission objectives into smaller activities that the system can actually execute. Although ASPEN was originally designed for groundstation deployment, its platform independent implementation allows it to easily be deployed on spacecraft as well; an ASPEN prototype was deployed on the EO-1 spacecraft in late 2000 [5]. Despite the benefits that ASPEN offers, a drawback of the system is its reliance on a modeling language. While a modeling language may be easier for humans, it can lack expressiveness in certain situations and make the execution of tasks more complex.

## 2.2 On-board Approaches

 Executive system approaches that are deployed on-board spacecraft are the systems that are most similar to GDMFAS. There are a variety of such systems in the literature, but three systems capture the ideology behind the GDMFAS design. The three systems, NEAT [6], CASPER [7], and the NMRA [8], aim to accurately model the spacecraft status and make decisions based on sensor data and previous states.

While NEAT is more similar to the Scheduler module in GDMFAS, many design decisions present in NEAT apply to the overall system design of GDMFAS. Like other scheduling/planning systems, the Near-optimal Evolutionary Autonomous Task manager (NEAT) primarily focuses on scheduling tasks and executing them. However, NEAT also factors in the resource usage of the tasks it schedules. Since resource usage can change depending on what else is occurring in the system, NEAT models resource usage of executing tasks using a neural network. When a task finishes execution, NEAT updates its resource usage data. In addition to providing adaptability in the scheduler, NEAT attempts to calculate an optimal schedule. To this end, NEAT calculates a complete schedule, but only executes the first task; the rest of the schedule is thrown away and the schedule is recalculated. This behavior ensures maximum adaptability and provides a near-optimal scheduling solution.

 The next on-board system, CASPER, was developed by JPL as a scheduling/planning module. Unlike NEAT, CASPER was designed to be used as part of a larger system. CASPER has been used in a variety of systems, including the Autonomous Spacecraft Experiment (ASE), aboard the EO-1 spacecraft. Although CASPER doesn’t throw away its schedule immediately after executing a task, it is still adaptable due to its utilization of replanning. If the state of the spacecraft, or part of the spacecraft, changes CASPER has the option to correct for the change and then resume a (potentially modified) schedule. In many respects, CASPER is a better system than NEAT. Unlike NEAT, CASPER is modular, it doesn’t throw away its schedule (leading to less frequent schedule calculations), and is more abstract.

 The final on-board system, the New Millennium Remote Agent architecture (NMRA), is by far the closest to GDMFAS in terms of system design and available functionality. The NMRA was designed by JPL and was deployed on the Deep Space 1

(DS-1) satellite in 1998. Like CASPER and NEAT, the NMRA includes planning and scheduling functionality. The NMRA also includes an executive and a controls module. Like GDMFAS, the executive module present in the NMRA has the primary responsibility of managing tasks and system state at run-time. Although the NMRA considers the current state of system resources when executing a task, it does not model resource usage or attempt to update predicted resource usage based on past behavior. In addition to resource management, the NMRA’s executive module is responsible for invoking other modules (such as the planner) and monitoring their state. This behavior is extremely similar to that of the GDMFAS system. Although it is included in the planning module, the NMRA contains a form of the Task Manager module found in the GDMFAS system. Although the task manager is merely a temporal database, the submodule stores various parameters about tasks in the system. For example, the database keeps track of the deadlines of different tasks to allow for simpler planning phases. While the NMRA is the system that is the most similar to GDMFAS, the NMRA falls short with respect to intelligence and execution monitoring. Even though GDMFAS provides a more accurate implementation of execution monitoring and resource utilization, it isn’t without trade-offs. However, the added functionality and improved task resolution make GDMFAS task execution more expensive than the NMRA.
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