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Background and Context. Students’ programming projects are often assessed on the basis of their tests as well as their implementations, most commonly using test adequacy criteria like branch coverage, or, in some cases, mutation analysis. As a result, students are implicitly encouraged to use these tools during their development process (i.e., so they have awareness of the strength of their own test suites).

Objectives. Little is known about how students choose test cases for their software while being guided by these feedback mechanisms. We aim to explore the interaction between students and commonly used testing feedback mechanisms (in this case, branch coverage and mutation-based feedback).

Method. We use grounded theory to explore this interaction. We conducted 12 think-aloud interviews with students as they were asked to complete a series of software testing tasks, each of which involved a different feedback mechanism. Interviews were recorded and transcripts were analyzed, and we present the overarching themes that emerged from our analysis.

Findings. Our findings are organized into a process model describing how students completed software testing tasks while being guided by a test adequacy criterion. Program comprehension strategies were commonly employed to reason about feedback and devise test cases. Mutation-based feedback tended to be cognitively overwhelming for students, and they resorted to weaker heuristics in order to address this feedback.

Implications. In the presence of testing feedback, students did not appear to consider problem coverage as a testing goal so much as program coverage. While test adequacy criteria can be useful for assessment of software tests, we must consider whether they represent good goals for testing, and if our current methods of practice and assessment are encouraging poor testing habits.

CCS Concepts: • Software and its engineering → Software testing and debugging; • Social and professional topics → Software engineering education.

Additional Key Words and Phrases: software engineering education, software testing, mutation analysis, branch coverage


1 INTRODUCTION

Software testing is a core competency in undergraduate computer science and software engineering programs (e.g., [4, 23, 38]). CS educators commonly assess the quality of student-written software tests in addition to solution correctness (e.g., [24, 61, 67]). As such, as students implement solutions
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and write tests, it is usually desirable for them to engage in a related self-checking behavior—using a test adequacy criterion to frequently assess the quality of their own tests.

A test adequacy criterion describes the conditions that need to be met for a set of software tests to be considered "adequate" [31]. The focus of such a criterion is the tests, not the software under test. For example, branch coverage and mutation analysis are two common test adequacy criteria (§2.2). Students are often expected to meet some threshold using one of the above criteria for their tests to be considered "thorough" [1, 23]. That is, they are incentivized to write "strong" (according to the criterion) test suites in their programming projects.

Prior work has compared test adequacy criteria in terms of defect-detection capability; mutation analysis is a far stronger and more reliable criterion than branch coverage [24, 35, 46, 53]. Other studies have explored the thought processes of students [20] and software engineers [5, 28] as they compose test suites and of students as they write programs [8]. We add to this body of work by exploring students’ interactions with different test adequacy criteria while composing test suites.

This paper addresses the research question: How do students make use of feedback from test adequacy criteria as they compose software test cases? We report on qualitative results from 12 one-on-one interviews in which students were asked to think aloud while completing software testing tasks, being guided by different testing feedback mechanisms (test adequacy criteria). Testing tasks were carried out using an application we built for researching and assigning software testing exercises. We used grounded theory to explore how students approach a software testing task and interact with various feedback mechanisms. Grounded theory is appropriate when little is known about the phenomenon being studied, and we are aware of little prior work exploring the interaction between students (or indeed, professional developers) and test adequacy criteria as they create software tests. Where possible, we build on concepts defined in prior work ([5, 28]).

2 BACKGROUND
2.1 Software testing in fundamental CS courses

Testing is taught at various levels in the undergraduate CS curriculum, e.g., in dedicated software testing courses [4, 12], in introductory programming courses [23, 37], or integrated holistically into the curriculum [38]. In this paper we are concerned with software testing instruction in fundamental CS courses (e.g., CS 1 to CS 3). Though there is a large body of relevant work, Scatalon et al. [59] note that most scholarship in the area describes tools and experience reports, and describe a need for theory generation and experimental research about various aspects of testing instruction, e.g., how we should teach testing, how students learn testing, their perspectives on testing, and the impact of testing on their programming abilities.

Research about testing pedagogy tends to focus on students’ testing process and test quality. Practice and assessment of these two aspects are tightly intertwined. Put simply, we want students to write strong software tests, and to write them early and often [19, 43].

Empirical evidence suggests that continuous engagement with software testing is associated with both higher-quality test suites and higher-quality programs [43]. Many have argued for teaching test-first styles of development like test-driven development (TDD) [23, 37, 61], while others have generally advocated for continuous engagement with testing, so long as it is done before or soon after writing the code-under-test [42].

Early testing is beneficial because it encourages the student to think systematically about the problem they are solving before large portions of their implementation have taken shape. There is some evidence that students struggle with problem comprehension [56, 66], i.e., they form an incorrect mental model of the problem and make significant progress toward a solution to the wrong problem. Automated assessment tools like Web-CAT [23] incentivize early testing by
requiring students to meet minimum thresholds of test adequacy before receiving feedback about their implementations (that is, Web-CAT will not test a student’s code if the student has not tested it themselves). The authors of Marmoset [61] suggest that looking for gaps in students’ tests when they seek help could mitigate the effects of their expedient help-seeking behaviors [40]. Wrenn & Krishnamurthi [66] have proposed training early testing by encouraging students to write machine-checkable input-output examples before beginning their implementations, which are then checked against instructor-written faulty implementations.

To encourage students to write strong software tests, instructors often require students’ test suites to meet minimum thresholds of test adequacy in order to get full credit on assignments. For example, systems like Web-CAT [23] and Marmoset [61] base a portion of the student’s project grade on the adequacy of their tests measured by criteria like branch coverage. Wrenn & Krishnamurthi [66] assess test adequacy by running students’ assertions against a suite of intentionally-faulty instructor-written implementations. Finally, Goldwasser [30] proposed assessing the strength of students’ tests by running their tests against all other students’ implementations, and checking whether tests were able to detect known-faulty implementations.

Since students may be graded based on these criteria, they are implicitly encouraged to incorporate them into their development workflows. That is, as students are encouraged to frequently write and run their tests in order evaluate their program correctness, so they are encouraged to frequently assess the adequacy of their tests using criteria like branch coverage. Little is known about this type of self-checking behavior in students. We explore this gap in this paper by studying how students choose test cases while being guided by different test adequacy criteria (namely branch coverage and mutation analysis).

2.2 Test adequacy criteria

A test adequacy criterion describes the conditions that must be met for a test suite to be considered “adequate” [31]. Numerous test adequacy criteria have been proposed over the years, but branch coverage and mutation analysis are of primary relevance to this paper. We focus on these criteria because they can be applied incrementally, i.e., during the software development process [41], and they are commonly used as assessment criteria in education and industry. Instructor-written faulty implementations [66] also meet the incrementality requirement, but they are less commonly used in educational settings.

Branch coverage is satisfied when all logical branches in the control-flow graph of the program are executed by the test suite [51]. For example, for code involving if conditions, the condition must be made to evaluate to True at least once and False at least once. The “condition” that is checked for coverage may be composed of multiple sub-conditions connected by relational operators. The test suite’s adequacy is measured as a percentage of branches that are covered.

The shortcomings of measures like branch coverage are widely known: they depend on the tests simply executing the entire program, and not on the assertions within those tests. As such, they are not a good indicator of a test suite’s fault-finding capabilities [1, 24, 63] and do not strongly correlate with software reliability [34–36, 46]. Despite these shortcomings, code coverage measures are commonly used in educational settings (e.g., [12, 23, 33, 61]) since they are fast to compute, easy to reason about, and have good out-of-the-box support in tools like IDEs and continuous integration workflows.

Mutation analysis [17] is a far stronger criterion [1, 24, 41, 53]. It works by systematically generating alternate versions of the original program (mutants) and evaluates test suites by running them against these mutants. A mutant is considered detected or “killed” when it causes a test to fail or otherwise behave badly (e.g., time out or crash with an exception). The adequacy of the test suite—its mutation coverage—is thus measured as the percentage of mutants it kills.
Mutants are generated by making syntactic changes to the program (e.g., changing `>` to `<=`, or replacing an entire Boolean expression with `true` or `false`). The types of changes that can be made are called mutation operators. While there can be infinitely many mutation operators in principle, they have been designed to emulate errors commonly made by programmers [44].

Mutation analysis subsumes branch coverage [53]. This means that if a test suite satisfies mutation analysis (i.e., all killable mutants are killed), then it satisfies branch coverage. The reverse is not true—satisfying branch coverage is not an indication that a test suite also satisfies mutation analysis.

Numerous empirical studies have made a case for the validity and effectiveness of mutation analysis. Mutants generated by common mutation operators have been shown to be usable substitutes for “real” software defects [32, 39]. Moreover, Just et al. report that developers write more and better tests when using mutation analysis for feedback [55].

Educators have considered using mutation analysis to assess student-written software tests [1, 24, 33, 41]. Aaltonen et al. [1] report that it is a more difficult criterion than code coverage for students to satisfy, leading them to write stronger test suites. These findings were echoed by Edwards et al. [24]. Contrary to other findings, Hall et al. [33] report that students wrote fewer test methods when they were guided by mutation-based feedback than when they were guided by coverage-based feedback. However, their tests were more complex when using mutation-based feedback: they used more of the assertion types available in the testing library, and each test method contained more assertions on average.

Shortcomings of mutation analysis include its high computational cost and the possibility of generating equivalent mutants.¹ Previous work [41] has explored methods to reduce the computational cost of mutation analysis such that it could reasonably be deployed in automated assessment tools like Web-CAT.

We are not aware of prior work that explores the cognitive aspects of mutation-based feedback and code coverage-based feedback in educational settings. We take steps toward this in this paper.

2.3 Models of software tester cognition

Enoiu et al. propose the first framework that we are aware of describing the cognitive process of software testers [28]. Their model describes software testing as a cyclical problem-solving model, with testers repeatedly identifying and understanding test goals, planning a testing strategy, writing and executing tests, and evaluating results. They also discuss other influences on the test-writing process like motivation, creativity, psychological factors, and social factors.

In follow-up work [27], Enoiu and Feldt note that identifying cognitive processes just from written tests can be difficult. They recommend the use of verbal protocol analysis (having participants think aloud) to better identify explanations for behaviors. In this respect, our work complements the work of Hall et al. [33]—they quantitatively analyzed tests that were written by students guided by coverage- and mutation-based feedback, while we used a think-aloud procedure to explore students’ interactions with these feedback mechanisms (§3.2).

Aniche et al. followed the recommended think-aloud procedure and observed developers as they wrote tests for specific pieces of software [5]. Based on their results, they proposed their own model of software tester thought processes. They identified six main concepts and the relationships between them that the testers would use as they worked. Specifically, developers would build up a mental model of the program as they worked, guided by the source code and the documentation.

¹Equivalent mutants are functionally identical to the original program, and therefore cannot be detected by a test suite. The problem of identifying these mutants automatically is undecidable in general; it is the subject of a large body of research that is out of the scope of this paper [48].
They would select test cases based on this mental model and aim to satisfy an *adequacy criterion* (specifically, code coverage in [5]) with their test code.

The models described above inform our data collection, analysis, and interpretations. Following recommendations from Enoiu and Feldt [27], we used a think-aloud protocol to gain insight into students’ thought processes while they composed software test suites. Test adequacy criteria are good examples of “test goals” described in Enoiu’s model—an important role of test adequacy criteria is to guide the developer to test parts of their software.

Additionally, we draw inspiration from the work of Pennington [54] and Castro & Fisler [8], who emphasize the importance of “plan knowledge” or “task-level thinking”. Castro & Fisler observed how novice programmers shifted between thinking about a programming problem at the task level (focusing on task decomposition) and the code level (focusing on the source code). They noticed that students who moved back and forth between task-level and code-level thinking tended to fare the best, while those who stayed at the code level tended to perform the worst. We noticed similar movements while students wrote tests, though we did not note any significant associations with specific test adequacy criteria.

We build on the works described above (particularly those of Enoiu et al. [27, 28] and Aniche et al. [5]) by focusing on how students’ test-selection strategies vary based on the test adequacy criterion that is guiding them.

## 3 METHODOLOGY

We conducted think-aloud interviews in which students were asked to complete software testing tasks while being guided by feedback from a test adequacy criterion. We describe tooling we built for data collection (§3.1) and our interview (§3.2) and analysis (§3.3) procedures.

### 3.1 Data collection tool

Before carrying out the interviews, we attended to certain confounding factors. First, different levels of familiarity with testing libraries could affect participants’ test-writing habits. Second, branch coverage and mutation analysis enjoy differing levels of integration with software development environments. IDEs like PyCharm and VS Code have good out-of-the-box support for displaying branch coverage feedback, but most mutation analysis tools provide feedback simply as lists of killed or surviving mutants, often as textual output printed to the standard output stream (see §7.2). This discrepancy could further affect how participants respond to different feedback mechanisms.

To avoid these confounding effects, we built an application called Muttle to help us collect data for this study (depicted in Figure 1). This section briefly describes its key features.

*Muttle* provides an interface for students to complete testing exercises in which they are presented with a Python function and a problem statement, and are asked to write tests for the function. *Muttle* uses *pytest* [47] to execute test cases, but this is hidden from the user. Test cases are written as input-output pairs (corresponding to individual assertions as opposed to entire test methods). For each test case, the user writes one or more comma-separated input values (corresponding to the parameters accepted by the function) and one expected output value. Any valid Python expressions can be used as inputs and output. This precludes the need for familiarity with any Python testing library. Users can freely add and remove any number of test cases, and can run their test cases and receive feedback about them at any time.

*Muttle* does not display testing feedback until the user submits a test suite containing one or more tests. It supports three feedback modes. Each successive feedback mode includes the previous one. The first is **no feedback** (NoFeedback). This mode simply tells the user whether each test
Fig. 1. The Muttle interface. Each exercise lets the user create, modify or delete test cases (A). If their test cases pass, they are given BranchCov feedback in the colored gutter next to the line numbers (B) or MutationCov feedback in the form of bug badges above the lines of code where mutations were made (C). In this example, the statement return x * y was mutated to return x ** y. The interviewer used the toggles at the top of the screen to switch between no coverage, code coverage, or mutation analysis feedback, based on the experimental condition (D).

passed or failed (including if the test failed to compile), but gives no indication of the thoroughness of the test suite. This indication is shown in all feedback modes.

Next, Muttle displays branch coverage information (BranchCov). It displays this information using a form that is common in IDEs, i.e., the gutter of the editor is colored red if the line was not executed at all, green if the line was fully covered, or yellow (for branching lines) if the line was partially covered. Branch coverage is computed using pytest [47].

Finally, Muttle supports mutation coverage feedback (MutationCov), represented by bug badges appearing above lines of code that contain surviving mutants. Clicking on a badge displays the original and mutated code side-by-side. The original code has a line drawn through it. We are not aware of mutation analysis tools that communicate feedback using this form. We discuss this further in §7.2. Since mutation analysis subsumes branch coverage [53], BranchCov feedback is also displayed in the gutter in this mode. Mutation analysis is conducted using MutPy [18].

3.2 Think-aloud interviews

3.2.1 Interview procedure. We conducted 12 one-on-one think-aloud interviews in which participants were asked to devise test cases for Python functions that were chosen by the researchers. Our primary data sources were audio and screen-capture recordings of the interviews and the accompanying transcriptions. The following protocol is similar to that of Whalley et al.’s think-aloud study on debugging practices [64]. It was approved by our institutional review board (IRB).

The study was conducted at a public, medium-sized, primarily-undergraduate university in the USA. We recruited students who had completed the first and second programming course in our introductory course sequence for computer science majors: an introductory programming course and a Data Structures course taught in Python. Students were recruited by making announcements in sections of the course that follows the Data Structures course, an Object-oriented programming (OOP) and design course taught in Java. Interested students reached out to the researchers over
email and interviews were scheduled with everyone who expressed interest (i.e., we did not choose specific students to interview).

Our university runs on the quarter system (i.e, 10-week academic terms as opposed to 15–16 weeks). Interviews were conducted during the Spring 2022 term. The participant pool was made up of mostly first-year computing (Computer Science or Computer Engineering) majors, who had typically taken the previous two CS courses during the previous two academic terms. Non-computing majors (who are typically achieving a minor in CS) tend to take CS courses later in their post-secondary education—this applies to two students who were in their second year, and one who was in their third year.

Interviewees generally performed well in the first CS course, but there was a larger spread of performance in Data Structures, with letter grades ranging from A to C+. Still, having passed the previous two courses, participants were considered to be “accomplished novices” in terms of their Python programming abilities. In particular, the Data Structures course involved fairly complex data structures (e.g., a Huffman tree) and recursive algorithms. Assignments in the previous courses required unit testing, and students had previously been graded based on the branch coverage achieved by their tests. So they were familiar with that particular adequacy criterion.

Each interview took 30–45 minutes, and students were compensated with a $25 Amazon gift card for their participation.

Interviews were carried out in person by one author of this paper. All interviews began with a short demographic survey, following which the researcher provided the participant with a laptop that was running a locally-hosted version of MUTTLE (§3.1). Participants used this laptop to create test cases and used the provided feedback to check their progress, while thinking out loud. The laptop was also running a Zoom call with no other participants; this was used to capture voice and screen recordings of the sessions.

The testing session began with the researcher giving the participant an introduction to the MUTTLE interface, and giving them a “warm-up” function for which they wrote tests. This warm-up activity also allowed participants to get used to “thinking out loud”. Following this, participants were given 3 functions to test, one after the other. They were told their job was to “test the function”. For each function, the participant was given a different form of feedback (NoFeedback, BranchCov, or MutationCov). Students were not required to stop testing after satisfying a given feedback condition. The interviewer returned to the warm-up problem between each function to demonstrate each new feedback mechanism.

After an initial adjustment (§3.2.3), all participants tested the same 3 functions. The order of functions was rotated from one interview to the next. Each function-feedback pair was attempted by two participants in an effort to minimize effects arising from particular participant-function-feedback combinations.

The order in which feedback conditions were presented to participants remained consistent through the interviews, since each feedback type is subsumed by the subsequent type (in the order NoFeedback → BranchCov → MutationCov).

We imposed a hidden time limit of 20 minutes to test each function, but that time limit was never reached.

In sum, interviews proceeded as follows:

(1) Warm-up problem with NoFeedback
(2) Problem 1 with NoFeedback
(3) Warm-up problem with BranchCov
(4) Problem 2 with BranchCov
(5) Warm-up problem with MutationCov
3.2.2 Interview procedure updates. Following the principle of constant comparative analysis [29], we analyzed data after each interview and adjusted our data collection procedures accordingly. In particular, some changes were made to the interview procedure as interviews progressed.

"Is this program correct?" Occasionally the participant asked the interviewer if the program they were testing was correct. As a reflex reaction the first time this happened, the interviewer said “yes”. We gave non-committal answers to this question in future interviews.

Explaining MutationCov to novices. We struggled to find a novice-friendly way of explaining MutationCov feedback to students. Eventually, we settled on “if this bug existed in your code, none of your tests would have caught it and failed”.

Stable ordering of feedback mechanisms. We originally rotated the order of feedback conditions from one interview to the next. Since feedback mechanisms built on one another, we found that it made the most sense to consistently present students with feedback in the order NoFeedback → BranchCov → MutationCov. This change was made after the first 3 interviews.

More detailed program descriptions. We noticed that participants asked more clarifying questions for Triangle and Centered Average than for Rainfall, perhaps due to the longer description for Rainfall. We added more clarifying detail to the descriptions for Triangle and Centered Average. We did not receive noticeably differing levels of clarifying questions after that.

Updates to selected problems. In early interviews we noticed that some functions did not give students an opportunity to engage much with the testing feedback. These problems were replaced with others. See §3.2.3 for details.

3.2.3 Problem selection. We chose a set of functions that had good coverage of programming concepts that the students would be familiar with (e.g., loops, conditional control flow, arithmetic). We arrived at these problems after conducting pilot interviews before beginning the research study with the intended participants. The descriptions and code used for each problem are available in Appendix A.

Multiply. This warm-up function took two inputs and returned their product. Due to its simplicity, it did not provide opportunities to demonstrate the different feedback mechanisms, so it was replaced with Larger.

Larger. This warm-up function returned the larger of two numbers. It was written relatively verbosely since it was only used to demonstrate branch coverage and mutation analysis, which need more program constructs to generate feedback.

Triangle. To include conditional branching logic, the next function was the triangle classification problem, which is commonly studied in software testing textbooks [2] and research papers [41, 45]. The function takes in three side lengths and returns a number indicating the kind of triangle they form (1 if equilateral, 2 if isosceles, 3 if scalene), or 0 if they do not form a valid triangle.

Rainfall. We included the rainfall problem, which is commonly used in computing education research as a measure of novice students’ programming abilities (e.g., [8, 49]). The function takes in a list of numbers (daily rainfall) and computes the average rainfall. It stops counting rainfall when it comes across a sentinel value (99999), and must discard negative values as they are invalid.

Selection Sort. The function performs a selection sort on a given input list. Participants did not receive useful testing feedback on this function. The first participant reached 100% branch coverage with a single test case, and the second participant received only equivalent mutants. These did not allow us to study how the participant responded to the feedback, so we replaced selection sort with Centered Average.
Centered Average. The function computes the mean of the given list of numbers but excludes the minimum and maximum values from the computation. If there are multiple instances of the minimum and maximum, it excludes only one of each. The function assumes that there are at least two items in the list.

3.3 Analysis

We employed a grounded theoretic approach [29] to analyze participants’ thought processes as they wrote tests for a series of Python functions. We aimed to characterize their test input selection strategies when they are given feedback based on different test adequacy criteria (NoFeedback, BranchCov, or MutationCov).

Our goal in this work is exploration of students’ interactions with mechanisms for feedback about their software tests. As such, we did not approach the analysis with specific research questions or overarching hypotheses in mind. Grounded theoretic approaches are appropriate when little is known about the phenomena being studied [9]. Since there is a scarcity of prior work on software developers’ thought processes while they test, and none we are aware of that take the adequacy criterion into consideration, we believe this is an appropriate methodology for this work.

Two researchers conducted open coding on the interview transcripts, preparing memos noting individual moments of interest. We consulted the screen and audio recordings to resolve ambiguities in the transcript, e.g., if the participant said something like “let me try this” and added a new test case, or hovered their mouse to indicate portions of the code without reading the code out loud (as an example, see code 31 in Table 2). As an example of an incident of interest, one participant mentioned that they were writing a simple-to-understand test to start with. This snippet was tagged with the code “writing a basic, easy-to-reason-about test”. Another participant mentioned that, due to a programming course they have taken, they tend to think in terms of BranchCov even when writing tests without feedback. This was tagged as “prior experience with BranchCov leads student to think in terms of BranchCov on their own”.

The open coding process led to a codebook of 39 codes. Two researchers individually coded the first six interviews and then met to combine these initial codes into a codebook. Any matching or closely related codes identified by both researchers were added to the codebook. Where only one researcher identified a code, the incident was examined by both researchers together (using the Zoom screen and audio recordings) before a code was agreed upon and added to the codebook. After the codebook was created, both researchers used it as a guide to gather additional snippets from the remaining interview transcripts and recordings. New codes did not emerge from this process.

These initial codes were further analyzed in an axial coding process. The goal of the axial coding step is to take the concrete initial codes and abstract them into higher-level themes or categories. Higher-level categories were developed inductively by examining the initial codes and, where appropriate, referring to extant literature. Codes were organized into categories based on the following emergent factors.

- The stage of the test writing process (E.g., Had the student received any feedback yet? Had they read and understood the program or description?)
- The test adequacy criterion used for feedback,
- Concepts in the cognitive models proposed by Enoiu et al. [28] and Aniche et al. [5], and
- Whether the participant appeared to be thinking terms of the problem or program [8, 54]

For instance, the two example initial codes described above were both included in the higher-level category “testing with no feedback” (i.e., the first set of tests written before any feedback.
is presented). One researcher carried out the intermediate coding process following which both researchers discussed the proposed categories and arrived at a shared understanding of them.

3.4 Acknowledging researchers’ positionality

Qualitative coding of interview transcripts and recordings involves researchers’ interpretations of participants’ words and actions. The process is therefore inevitably influenced by the researchers’ perspectives, which we acknowledge in this section. Both researchers were men. The first researcher was relatively new to computing education and related research—they had taught one introductory programming course and ran the departmental peer tutoring center. They also had taken the same CS courses as the interviewees a few years prior, when they were a student at the same institution. All interviews were carried out by this researcher. The other researcher was more experienced in computing education and related research, having taught and researched in the field for around 6 years. As a result, the research team brought mixed perspectives to the analysis: one with experience in computing education research—particularly with research on student software testing—and one with a perspective that was far closer to that of the students we interviewed.

4 RESULTS

We present our results as compelling phenomena that ought to be further investigated. The emergent themes are organized into a process model of students’ test writing in §5. The complete set of codes accompanied by illustrative quotes or incidents is provided in Appendix B (Table 2). Codes in Table 2 are grouped based on their parent categories.

Where applicable, we include quantitative observations from data collected in MUTTLE along with our qualitative results (Table 1). Since participants were asked to test functions at least until they satisfied the provided feedback criterion, their coverage of that criterion reached 100% in all cases. That is, in the BranchCov condition, there is little to learn from branch coverage scores, since it was satisfied in all cases. In the MutationCov condition, there is little to learn from participants’ mutation coverage scores or branch coverage scores, since both were satisfied in all cases.

However, two measures are of interest. First, the number of test cases the participant wrote under a given feedback mechanism. Second, when students are given feedback based on less stringent criteria (like NoFeedback and BranchCov), it is instructive to study their test suite’s performance according to the more stringent criteria. For example, it is instructive to study the number and types of mutants that survive a branch coverage-adequate test suite.

4.1 Problem and program comprehension

This theme is concerned with how students formed and developed their understanding of the functions they were asked to test, corresponding to the “mental model” described in the framework of Aniche et al. [5]. We are concerned with the initial formation of and subsequent updates to the participant’s mental model of the problem and program under test.

All participants started by either reading the problem statement or by reading the code line-by-line in order to understand the function they were asked to test. Similarly, Aniche et al. “[observed] developers using the documentation as a way to build an initial mental model of the program under test, which [was] then leveraged as the main source of inspiration for testing during the rest of task” [5]. Some participants started by reading the function implementation (P2, P3, P6, P10, P11) and only referred to the problem description when further clarification about the function’s requirements were needed.
Because that way it’s easier to understand what the code is doing, especially since it’s not commented. (P6)

Other than one participant (P5), all participants who started by reading the description followed this up by reading at least part of the program before testing.

Participants employed a number of strategies to update their mental models as their understanding of a program evolved. Most participants (P1, P2, P3, P5, P6, P8, P9, P11, P12) read or re-read the problem description, but some would (re)turn to the code (P1, P3, P4, P5, P6, P10).

In all three feedback conditions, a common code comprehension strategy was to rely on recognition of variable roles [57] (P1, P2, P3, P4, P6, P9, P11). For example, participants recognized variables as being temporary holders of minimum or maximum values (in Selection Sort and Centered Average). This understanding helped them to quickly process the source code at hand ([58]), and also to quickly reason about test cases that would execute particular branches or distinguish a mutant from the program’s original behavior.

Only one participant (P3) used a test as a meta-cognitive scaffold to confirm their understanding of the problem prompt and program before testing ([56, 66]), though others used feedback from failing tests to help them correct their misunderstandings (P5, P7). For example,

```
min_index = 1, I guess we just write a test where everything is less than one. (Participant actually misunderstood the role of min_index here.) (P1)
```

4.2 Responding to testing feedback

The three feedback conditions we employed were NoFeedback, BranchCov, and MutationCov. Participants tended to write the most test cases when they were given MutationCov feedback (median 6.5). Interestingly, they tended to write more tests when they were given NoFeedback (median 5) than when they were given BranchCov feedback (median 4). Perhaps relatedly, two participants (P2, P3) mentioned that they were putting in more testing effort since they were participating in a study about testing.

Table 1 depicts the median number of tests written in each feedback condition and the test adequacy achieved according to different criteria.

4.2.1 Testing with No Feedback. Some participants tested the code while reading it, either going over the entire function or just part of it, formulating tests as they went. Of the students who tested the code line-by-line in its entirety, two (P2, P3) jumped right into it without reading the function description at all, while another two (P1, P6) read the description first. Four students (P8, P9, P10, P11) wrote tests while reading the description.

```
But like with this, especially like with this setup, I can look at my code and write tests at the same time so I can just like go line-by-line and like look at each part like each line and make sure that my code is like hitting every section. (P6)
```

Intuitions about “edge cases”. Every participant’s testing efforts were at least partially based on their own intuitions about “edge cases”. When asked the reason behind this, participants pointed to the Data Structures course that they had recently completed. That course included an automated grading system in which instructor-written tests tended to include inputs of different data types (integers/float point values) and boundary values (positive/negative numbers, zero, empty lists). Participants prioritized edge cases mirrored by these types of boundary values.

```
I think there would be something suspicious that would happen if it was just a day with zero rainfall. (P1)
```

In Rainfall, on reading the description] Because that way it’s easier to understand what the code is doing, especially since it’s not commented. (P6)
Table 1. The median number of tests in the final test suite for each problem under each feedback condition, and the test suite’s adequacy according to different criteria. Each row labeled “Median” depicts the median values across all problems within that condition. The table does not include problems that were removed from the interviews (§3.2.3).

<table>
<thead>
<tr>
<th>Feedback</th>
<th>Problem</th>
<th># Tests</th>
<th>BranchCov</th>
<th>MutationCov</th>
</tr>
</thead>
<tbody>
<tr>
<td>NoFeedback</td>
<td>Triangle</td>
<td>7.5</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td></td>
<td>Centered Average</td>
<td>6</td>
<td>100%</td>
<td>80%</td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>6</td>
<td>100%</td>
<td>96%</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>6</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>BranchCov</td>
<td>Triangle</td>
<td>5.5</td>
<td>100%</td>
<td>91%</td>
</tr>
<tr>
<td></td>
<td>Centered Average</td>
<td>1</td>
<td>100%</td>
<td>77%</td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>4</td>
<td>100%</td>
<td>96%</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>4</td>
<td>100%</td>
<td>89%</td>
</tr>
<tr>
<td>MutationCov</td>
<td>Triangle</td>
<td>10.5</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Centered Average</td>
<td>5.5</td>
<td>100%</td>
<td>87%</td>
</tr>
<tr>
<td></td>
<td>Rainfall</td>
<td>6</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>6.5</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>

*Mentally simulating BranchCov.* Some participants used a mentally-approximated form of branch coverage even when they weren’t given that feedback (P3, P4, P11, P12). They mentioned that their tests had been assessed using the criterion in previous programming assignments. Additionally, before we settled on a consistent ordering of feedback mechanisms, one participant (P3) had received feedback using BranchCov and MutationCov before reaching the NoFeedback condition—this may have induced them to think in terms of one of those criteria.

[In Triangle, before any feedback has been displayed] So I guess I’ll just write tests for all these three [Participant hovers mouse over lines 2–4 in Triangle] and...OK, so just going off like the if statements or...yeah if statement. (P4)

[In Rainfall] Like I feel like ever since [recent CS course], like we have to have full coverage all the time, I kind just feel like I have to look at everything so everything runs. (P3)

*Testing “beacons”.* While testing with NoFeedback (or while writing initial tests before feedback has been generated) some participants appeared to write tests to target specific features or “beacons” in the code or description that caught their attention. Beacons are parts of a program that help a reader understand what the code does (comments, variable or function names, etc.) [15]. In this case, they appeared to drive participants’ testing efforts to an extent. The if days == 0: conditional check in Rainfall and the final standalone return 3 in Triangle are examples of code that “stood out” enough that students (P4, P9, P10, P11, P12) were drawn to writing a test for those lines in particular, with some (P1, P2, P6, P10) going a step farther and writing multiple tests in order to pre-emptively reach full (mentally-approximated) branch coverage. Similarly, most participants were drawn to testing the sentinel number requirement in the Rainfall description early in their testing process (P1, P3, P5, P7, P8, P11, P12), and one participant (P11) stated that they wanted to first trigger every return statement in Triangle.
In Rainfall] I... first, I guess, for why-notsies I’ll... I’m first gonna write something just that breaks this [Hovers mouse over `rain_day == 99999` ] just because I want to make sure that this runs. (P3)

On the whole, test suites written with NoFeedback were quite thorough. They scored a median 100% BranchCov and median 89% MutationCov. Surprisingly, test suites produced in the NoFeedback condition tended to be as strong as tests produced in the BranchCov condition, as measured by MutationCov (see Table 1).

4.2.2 Testing with Branch Coverage. We expected that students would engage in more code-level thinking (as described by Castro & Fisler [8]) when driven by BranchCov, a structural adequacy criterion. And they would engage in more task-level thinking when driven by MutationCov, a fault-based adequacy criterion.

We did not find qualitative support for this expectation. Of the students who had any significant BranchCov feedback (P1, P2, P4, P7, P9, P12), only one (P4) appeared to rely on significant task-level thinking (i.e., they verbalized a test plan based primarily on the high-level problem description). The rest focused on mentally executing the program with their test case inputs, using the coverage gutter to direct them to uncovered or partially covered statements. It should be noted that in the study by Castro & Fisler, the students were taught using a pedagogy that emphasized programming plans and testing.

As described in §4.1, program comprehension was an important step in the testing process. Participants developed strategies to manage the cognitive load associated with program comprehension for the purpose of satisfying a test adequacy criterion.

**Tracing basic blocks.** While considering test case inputs, some participants traced individual basic blocks in isolation as opposed to tracing the entire program (P2, P3, P7, P9, P12). A basic block in a program is a straight-line sequence of statements such that “if the first statement is executed, all statements in the block will be executed” [53]. For example, a function with cyclomatic complexity of 1, or the then clause of an if condition (provided it doesn’t branch further).

**Variable roles.** Additionally, participants (P1, P2, P3, P4, P6) again employed their knowledge of variable roles [57]. For example, consider the following code in Selection Sort:

```
if input_list[j] < input_list[min_idx]
```

When faced with partial BranchCov for this condition, one student (P1) used their knowledge of the roles of the current and minimum index variables to deduce that they needed a test case where a new minimum index was never found.

**Ignoring feedback.** Some participants (P2, P3, P9) chose to ignore BranchCov feedback in favor of testing boundary values. When asked why, they said they were unsure of how to reach full coverage for a statement, and that they would return to it once they had addressed boundary values. Others expressed a desire to base their tests on the problem description and not the code (P7, P12).

[In Centered Average ] Definitely code coverage is like something I try to catch after I’ve written test cases [to my own satisfaction]. (P7)

Finally, the median participant wrote the fewest tests in this feedback condition (Table 1), meeting expectations that it was easier for participants to satisfy BranchCov than MutationCov.

4.2.3 Testing with Mutation Coverage. Reasoning about MutationCov feedback appeared to be a high-cognitive-load activity. Even after demonstrating an understanding of the idea behind mutation analysis (by successfully killing other mutants), many participants struggled to devise test cases to kill certain killable mutants (P2, P3, P4, P6, P8). In particular, difficulties seemed to arise when mutants appeared in conditional statements (e.g., conditional operator replacements).
To devise test cases to kill a mutant, participants needed to develop and maintain an understanding of the mutated program in parallel to their understanding of the original program. They found this parallel tracing of two programs to be fairly demanding. Sometimes this led to mistakes. For example, the effort of comprehending a mutant seemed to distract P4 from their task to the extent that when they wrote a test case, they wrote it so that it would pass the mutant program and fail the original program.

[In Rainfall ] So like given this [for loop], so it’s running through, everything’s running through 1, it’s running through 2, running through 2, and so on and so forth, and then, then it’s going to... [trails off] You know, I’m not entirely sure how to squash this bug. (P10)

When this dual code comprehension task overloaded participants’ working memory, they developed ad-hoc coping strategies. **Tracing mutants.** Participants traced the mutant program line-by-line with a specific input value, similar to how they traced the original program while forming their initial mental model of the function. They would focus on identifying the point during execution where the mutated program would deviate from the original program (P3, P4, P6, P7, P8, P11, P12), if such a point exists.²

Our observations echo findings from Middleton & Stolee [50]. In their study, when developers were asked to tell the difference between two code snippets, they either traced one entire code snippet before moving onto the second one, or moved frequently back-and-forth between the snippets, comprehending smaller chunks of each in tandem. Middleton & Stolee refer to this latter strategy as structural comparison, i.e., the developer comprehends a chunk of discrete behavior in one snippet before moving on to consider the next snippet. This is similar to the way in which our participants traced entire mutant programs (P5, P8) or, like students in the BranchCov condition, limited their tracing to the basic block in which the mutant appeared (P2, P11, P12).

[In Rainfall ] So if it was... rain_day is the thing, the element of the list. So if rain_day is greater than 0, it should run. But if it’s greater than 1, it wouldn’t. Yeah, I’m trying to like run through what the code is doing I guess. (P2)

Inputs for tracing tended to be chosen based on boundary values (commonly in terms of the input data type, but sometimes in terms of the input domain). For example, in Rainfall, the line if rain_day >= 0 is mutated to if rain_day >= 1. One participant (P3) guessed that the mutant would be killed by a test case that included the value 1, but struggled to verbalize why in terms of the problem description.

**Satisfying BranchCov.** In another common strategy, participants resorted to simply satisfying BranchCov for conditional statements where mutants appeared. They reported a “feeling” that executing all branches of the original program would likely kill surviving mutants appearing in conditional statements (P2, P3, P4, P6, P7, P8, P9, P10, P11).

[In Rainfall ] So I was wondering [about] this bug and I realized that I hadn’t tested 1, even though I said it was a special number you know, in my opinion. So I was like, oh yeah, I should just try it. (P2)

Since mutation analysis subsumes branch coverage [53], this was not expected to be a sound strategy. However, the heuristic appeared to be fruitful. Half of the surviving mutants in NoFeedback and BranchCov sessions were relational operator replacements (e.g., > is replaced with >=). Other types of mutants targeting control flow (like Logical Connector Replacement³, Conditional

---

²The interviewer manually pointed out equivalent mutants and asked the participants to ignore them.
³E.g., and is replaced with or.
Operator Insertion\textsuperscript{4} and One Iteration Loop\textsuperscript{5}) were killed in the BranchCov sessions, but not in the NoFeedback sessions. It appears that satisfying BranchCov in general may lead to the killing of a substantial number of mutants that target control flow constructs. This has implications for reducing the computational and cognitive cost of mutation-based testing feedback.

**Ignoring mutants.** Others implicitly relied on a similar strategy (P5, P7). They did not click to see the mutated source code, but instead relied on the presence of mutants (i.e., bug badges in Figure 1) to guide their intuition-based testing efforts.

> [In Triangle ] OK, I think they just want me to check for each side. This [hovers over bug badges appearing over an \texttt{if} statement] basically just means I think that like it doesn’t really matter like what’s coming out of here, so I should probably like actually test something that will check that [condition]. (P6)

Almost like a form of structural testing like code coverage, the presence of mutants indicated to these participants that those parts of the program were not “tested enough”. This is similar in spirit to the “heat maps” proposed by Edmison & Edwards \cite{21, 22} which use a combination of instructor-written tests and branch coverage from the student’s own tests to highlight “suspicious” (untested) portions of the student’s code.

Another participant took this dismissal of MutationCov feedback further and simply ignored it until their own testing methods did not kill any more mutants (P9). As with BranchCov, only one student (P1) demonstrated any significant task-level thinking when understanding and responding to MutationCov feedback.

### 4.3 Other patterns

We noticed some general trends that were not exclusive to any single feedback mechanism.

Every participant wrote at least one basic, easy-to-reason-about test, often as the first test in their suites. While some of these tests were written to meet an adequacy criterion or to better understand the program, most often they were “happy path” tests that only simulated typical program inputs.

Since Mutt\textsc{le} does not display any testing feedback at first, some participants (P1, P2, P6, P7, P9) would start by generating initial test adequacy feedback by writing one or two simple tests. After receiving initial feedback, participants would proceed to focus on achieving a complete test adequacy score and would not rely on their own test-writing habits until afterward (P1, P2, P7, P9).

Some students (P1, P3, P5, P11) mentioned wanting to “put the code through the most paces”. This sentiment took on different meanings in different contexts. Sometimes the participant wanted to assure themselves that a test suite would reach all lines in the program before executing their tests and receiving feedback.

Also common was the practice of copying and editing an existing test case instead of writing new ones, allowing the participant to incrementally build up their test suite’s (branch or mutation) coverage (P1, P2, P3, P5, P6, P7, P8, P9, P10, P11). This was also observed by Aniche et al. \cite{5}.

Some participants (P2, P5, P6, P7, P12) mentioned that they preferred to write tests based on the problem descriptions rather than source code, but only 3 actually put this into practice (P5, P7, P12). P5 in particular mostly ignored the source code and all forms of testing feedback during their session, and achieved high coverage in both the BranchCov and MutationCov conditions based solely on their understanding of the problem description.

Finally, virtually no students returned to considering the problem description or requirements after any testing feedback was generated. That is, once initial testing feedback appeared, meeting the criterion became the primary “testing goal”.

\begin{itemize}
\item \textsuperscript{4} A conditional expression is negated using the \texttt{not} operator.
\item \textsuperscript{5} A break is added at the end of a for loop, causing it to terminate after one iteration.
\end{itemize}
We synthesize our results into a process model describing how relative novice programmers create test suites for a given piece of code while being guided by a test adequacy criterion. Note that this is a descriptive model rather than a prescriptive one. Some aspects may represent imperfect testing strategies, or there may be steps missing in the model that we want to see in students' testing strategies. Identifying these aspects and addressing them through targeted instruction is therefore a worthwhile goal. For example, feedback from mutation analysis and code coverage did not appear to influence or be influenced by problem comprehension.

The model draws heavily from concepts defined by Aniche et al. [5] (summarized in §2.3), with the following changes:

- Where the model in [5] refers to a “mental model”, we refer to program and problem comprehension, to better contextualize the model with existing computing education literature.
- We do not distinguish between the act of choosing test cases and writing test code, since tests in the MUTTLE interface are simply denoted as input-output pairs (§3.1).
- We include an additional focus on the specific adequacy criterion used by the tester, drawing parallels and differences between testing with BranchCov and MutationCov.

The model is summarized in Figure 2 and described below.

**Problem and program comprehension strategies and abilities appear to be intricately tied to students' abilities to devise useful test cases (§4.1).** Students would begin their test writing process by forming an initial understanding of the problem and program. They often began by studying the program, using the problem description to address confusions if they arose. In some cases, the student’s background knowledge also influenced their understanding of the problem.
Difficulties with comprehension typically led to difficulties with testing, echoing findings from Aniche et al. [5] and Bai et al. [7].

After achieving an initial understanding of the problem and program, the student writes an initial set of tests before any feedback is produced (§4.1, §4.2.1). These test cases were chosen based on the students’ intuitions and experiences. They chose inputs representing boundary values, citing past experiences with automated assessment tools that tested their submissions using similar inputs (empty lists, zero, negative numbers). Initial tests also tended to be based on problem and program “beacons”. With no hints about what to test first, students were drawn to testing prominent portions of the problem description or program. Occasionally, students would mentally simulate branch-coverage while considering inputs, citing prior experience with the criterion. If any of these initial tests failed, the student would re-evaluate their understanding of the problem and program.

With an initial set of tests in hand, the student receives feedback based on a test adequacy criterion, and may attempt to devise test cases to satisfy the rest of the criterion (§4.2.2, §4.2.3). In both the BranchCov and MutationCov conditions, they turned to well-known code comprehension strategies (like variable roles [57] or identifying beacons [15]) while selecting test cases. They would manage the cognitive load associated with program comprehension (particularly in the context of achieving branch or mutation coverage) by focusing on slices of the program, i.e., basic blocks. Occasionally, the student chooses to ignore the provided feedback in favor of testing based on what they perceive to be “edge cases”.

The student “falls back” to a weaker criterion when satisfying a strong criterion is difficult (§4.2.3). Achieving 100% mutation coverage proved to be a difficult task for many students. Identifying an input to kill a mutant requires maintaining a parallel understanding of the original program and the mutant program, and identifying where their executions diverge. This is a high-cognitive-load activity that at times appeared to overwhelm students’ working memory. When this happened, the students employed the code comprehension strategies described above. When those did not help, they resorted to heuristically addressing a weaker test adequacy criterion in the hope that the resulting test suite would also address the stronger criterion. This strategy was sometimes useful.

Occasionally, students continued to add to their test suites even after the test adequacy criterion was met, writing tests that had no effect on the test suite’s (branch or mutation) coverage (§4.3). They would use (what they believed to be) pathological values for the input data type, even if the values did not represent unexplored equivalence partitions in the problem space. That is, it appeared that they were testing with these values as a reflex, and not due to any reasoning about the properties of the program or problem. This occurred more often in the BranchCov condition than the MutationCov condition.

6 THREATS TO VALIDITY

We discuss possible threats to validity [13] and their mitigations where appropriate.

Internal validity. For all subjects, the interview session was their first encounter with mutation-based feedback. This possibly contributed to their challenges with designing test cases to kill certain mutants (§4.2.3). To manage this, each interview included an explanation of mutation analysis feedback followed by a “warm-up” problem on which participants demonstrated their understanding of the general idea. Students generally grasped the idea behind mutation analysis, but tended to be challenged by specific mutants.

Additionally, students were presented with testing feedback using a custom interface that was purpose-built for this research (Figure 1). It is unlikely that students’ responses to feedback were affected by this interface. Branch coverage was presented in a form common to many IDEs (§3.1),
and since students were familiar with the criterion and had used it in their IDEs previously, we do not believe this to be a significant threat to the validity of our findings. On the other hand, we used a novel method for presenting mutation-based feedback. Most tools for mutation analysis provide primarily command-line interfaces, with little support for in-editor feedback. Feedback presentation in Muttle represents a step toward improved graphical representations for mutation-based test quality feedback.

It is improbable that students’ challenges with mutation-based feedback were induced by the interface, for three reasons. First, we conducted pilot interviews to get initial feedback on the interface and to test-run our chosen testing tasks. No issues with the interface arose. Second, during the 12 interviews conducted for this study (not including the pilot interviews), participants were given warm-up problems to learn the interface. Further, they were able to detect some mutants while facing challenges with others, suggesting that challenges had more to do with the mutants themselves than the interface. Finally, since mutation-feedback in Muttle is presented as simple line-level diffs, we do not believe a user study would have been necessary or informative.

**Ecological validity.** In the NoFeedback condition, two participants (P3 and P4) mentioned that they were putting in more effort while testing because they were participating in a study about testing (e.g., P4 said "Honestly, if I were doing my homework, I would not do this, it’s just for this"). While the number of tests produced may have been influenced by the presence of the interviewer, the participant still verbalized their thought process and provided data about how they ended up choosing those test cases, which was ultimately our objective in this study.

**External validity.** Like any study involving human subjects, our study suffers from threats to external validity. Our study involved participants in a specific context—students in their third programming course testing Python programs. Moreover, students self-selected into this study after announcements were made in person in classrooms. As mentioned in §3.2, students came from a range of expertise levels (based on their performance in the previous CS course). Additional studies involving students with different backgrounds using different programming languages would help test the generalizability of these results.

**Content validity.** Though we have a relatively small sample size, we have reason to believe that additional interviews would not have revealed new information (at least, not without other changes to the study like the student population or the problems studied). As can be seen in §4, all themes occurred for a number of participants, suggesting that our analyses were not revealing one-off occurrences. Incidents in §4 pertaining to a single participant occurred early in the interview process. That is, after a point, analysis of subsequent interviews only revealed themes we had already seen in previous interviews.

**Face validity.** We have provided illustrative quotes and incidents for the themes revealed in our analysis.

**Conclusion validity.** As discussed in Section 3.4, our interpretations of students’ words and actions are inevitably entangled with our experiences and perspectives. We have attempted to mitigate this threat by grounding our analyses and interpretations in existing literature where possible, consistent with the Straussian strand of grounded theory [62].

7 DISCUSSION

7.1 Implications for pedagogy of software testing

There are numerous purposes for writing automated software tests, but two are prominent. First, to verify that a given program (or soon-to-be-written program) meets its requirements. Second, to capture the functionality of a program so that future regressions may be detected and avoided.
In educational contexts other than immersive software engineering education experiences, there is little opportunity to demonstrate the second purpose due to the short development timelines and unchanging requirements that are typical of pedagogic programming assignments. Therefore, in fundamental programming courses that teach testing, we tend to emphasize the first purpose. In this context, we ought to consider the role that we want test adequacy criteria to play in testing instruction. In our interviews, we did not observe any students returning to the problem requirements after they started trying to address the test adequacy criterion (though 3 out of 12 students had already produced strong test suites based on the problem requirements; §4.3). That is, once any testing feedback appeared, satisfying the criterion became the student’s “testing goal”. They focused on maximizing execution coverage of the program (in the case of branch coverage) or distinguishing the program semantically from other programs (in the case of mutation analysis).

Indeed, this is how students are often encouraged to judge the quality of their own tests in many programming courses. They are incentivized to satisfy test adequacy criteria by having part of their assignment grade depend on the strength of their tests (e.g., [1, 11, 43, 61]). As such, they are implicitly encouraged to incorporate criteria like branch coverage or mutation analysis into their workflows. Importantly, these criteria are based on the implementation at hand, and not on the specification it purports to implement. This can perhaps lead to skewed motivations when composing test suites or test plans.

For example, in a study of students’ perceptions of test suites, Bai et al. [7] found that code coverage was commonly rated as an important characteristic to be aware of when writing new unit tests. Aniche et al. [5] report that developers did not tend to consider the program description (documentation) while reasoning about test adequacy, preferring to reason about code coverage and their own source and test code. In our own observations, multiple students reported designing their tests based on predicted branch coverage, even when no such feedback was available. This tendency to think from an “implementation-first” perspective can appear even in the absence of an implementation. Doorn et al. studied the test models created by graduate students who were tasked with testing a single problem [20] (without an available implementation). They reported a common “development approach” in which students thought about their test plan in terms of how they would go about implementing their solutions. As a result, they applied common programming restrictions to their test models (e.g., reducing duplication), but most still failed to adequately cover the problem space.

If the goal of writing tests is to prevent future regressions, perhaps this focus on a given implementation is acceptable. But if the goal is to verify that a program (or a soon-to-be-written program) meets its requirements, then we would rather that students reason about test adequacy in terms of problem coverage as opposed to program coverage. This is a key idea behind property-based testing [10], which Wrenn et al. describe as a potential “Trojan horse” for introducing students to writing specifications [68].

Others have used feedback mechanisms that are not primarily driven by implementation-based test adequacy criteria like branch coverage or mutation analysis. Cordova et al. [14] explored conceptual feedback that tells the student about instructor-defined “fundamental testing concepts” (e.g., boundary values [14]) that their test suite fails to cover. In a quasi-experiment, they found that, students who were trained with conceptual feedback performed better at testing tasks than those who were trained with feedback based on line and branch coverage.

As another example, consider the all-pairs approach described in §2.2 [26, 30, 67], found to be a reliable measure of a test suite’s fault-finding capability [25]. A key strength of the approach is that the test suite’s thoroughness is evaluated against faulty implementations (“mutants”) that represent real bugs, i.e., mistakes that students have actually made, either through a mis- or incomplete understanding of the problem or through programming errors. This is in contrast to the mutants
generated by common mutation operators, which may not be faulty in similarly interesting ways. Wrenn et al. [66] have explored this observation further and developed Examplar, a tool that allows students to explore a problem space through test cases, using “mutants” that have been created by course staff to represent “conceptually interesting corners” of problems [65].

We do not argue that we should do away entirely with testing feedback based on adequacy criteria. We must, however, make it much more explicit to students where in their testing process these adequacy criteria ought to be incorporated. Specifically, we should encourage a “requirements-first” testing approach, as opposed to an “implementation-first” approach. That is, we want to teach students how to decompose a problem into the requirements that a correct solution would satisfy, and then to write tests that target those requirements. After this process, gaps noted by implementation-based test adequacy criteria (i.e., gaps in branch or mutation coverage) can help further strengthen the test suite [3].

We explicitly delineate this argument from calls to teach TDD. An “implementation-first” testing mindset can still occur during TDD; the study by Doorn et al. [20] suggests that students are still likely to design tests with a particular implementation in mind, whether or not such an implementation exists yet.

7.2 Future Work

This study raises the following directions for future work.

Are some mutation operators (or subsets of mutation operators) less cognitively taxing than others? What influences this load? We observed that students found it particularly difficult to kill mutants that appeared on lines with branching logic (e.g., if conditions or conditionals in for loops). Reasoning about logical branches and mutants simultaneously seemed to overwhelm their working memory. It seems likely that some mutation operators are less cognitively taxing than others. For example, others have suggested that deletion mutation operators (operators that work by simply deleting program constructs instead of making smaller, more subtle changes) may be easier to reason about than comprehensive mutation analysis [16, 41]. As far as we are aware, such claims have not been empirically tested.

How does feedback presentation affect the utility of mutation analysis in educational or professional settings? While these can be useful, mutation analysis has not benefited from the kinds of out-of-the-box IDE support and interfaces that code coverage tools enjoy. Current tools for mutation analysis provide feedback as a written list of killed or surviving mutants, often printed to the standard output stream. Feedback in Muttle (Figure 1) just one possible improvement to this landscape. Further usability studies into different styles of presenting mutation-based feedback would be beneficial for both academics and practitioners.

Are patterns of code-level and task-level thinking associated with software testing success? We originally expected that when students were driven by mutation analysis, they would engage in more task-level thinking [8] than code-level thinking. We did not find support for this hypothesis. However, we observed that much of students’ success with identifying mutant-killing inputs occurred when they were able to verbalize using a high-level description the difference between the mutant and the original program (i.e., a task-level plan).

What types of mutants tend to survive test suites that satisfy weaker test adequacy criteria? Much has been written about reducing the computational cost of mutation analysis. A popular approach is selective mutation analysis, which limits the number of mutants that are produced by strategically choosing mutation operators (e.g., [16, 41, 52, 60]). Qualitatively, we noticed that simply satisfying BranchCov resulted in also satisfying mutation operators that target control flow constructs. If we can empirically identify the types of mutants that tend to slip
through weaker test adequacy criteria, we can reduce both the computational and cognitive cost of mutation analysis by only generating those mutants. As educators, we can also use this information to better direct students’ testing efforts.
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A PROBLEMS USED IN TESTING TASKS

1. \begin{verbatim}
def multiply(a, b):
    return a * b
\end{verbatim}

Listing 1. Multiply. A function that multiplies two provided numbers.

2. \begin{verbatim}
def larger(first, second):
    if first == second:
        return first
    return max(first, second)
\end{verbatim}

Listing 2. Larger. Given two numbers, return the larger of the two. If the numbers are equal, return the first number.
A Model of How Students Engineer Test Cases With Feedback

1 def is_triangle(side1, side2, side3):
2     if side1 >= side2 + side3 or \  
3         side2 >= side1 + side3 or \  
4             side3 >= side1 + side2:
5         return 0 # this is not a valid triangle
6     if side1 == side2 and side2 == side3:
7         return 1
8     if side1 == side2 or side1 == side3 or side2 == side3:
9         return 2
10    return 3

Listing 3. **Triangle**. Given 3 numbers representing side lengths, determine whether the sides form a valid triangle, and if so, what kind of triangle it forms. Return 0 if they form an invalid triangle (the sum of any two sides is less than or equal to the third side), 1 if they form an equilateral triangle (all sides are the same length), 2 if they form an isosceles triangle (two sides are the same length), and 3 if they form a scalene triangle (all sides are different lengths).

1 def selection_sort(input_list):
2     for i in range(len(input_list) - 1):
3         min_idx = i
4         for j in range(min_idx, len(input_list)):
5             if input_list[j] < input_list[min_idx]:
6                 min_idx = j
7         temp = input_list[i]
8         input_list[i] = input_list[min_idx]
9         input_list[min_idx] = temp
10    return input_list

Listing 4. **Selection Sort**. Sort the given list of numbers using the Selection Sort algorithm.

1 def rainfall(measurements):
2     rain_total = 0
3     days = 0
4
5     for idx in range(len(measurements)):
6         rain_day = measurements[idx]
7         if rain_day == 99999:
8             break
9         elif rain_day > 0:
10             rain_total += rain_day
11             days += 1
12     if days == 0:
13         return 0
14
Listing 5. **Rainfall.** Let’s imagine that you have a list that contains amounts of rainfall for each day, collected by a meteorologist. Her rain gathering equipment occasionally makes a mistake and reports a negative amount for that day. We have to ignore those. We need to write a program to (a) calculate the total rainfall by adding up all the positive integers (and only the positive integers), (b) count the number of positive integers (we will count with “1.0” so that our average can have a decimal point), and (c) return the average rainfall at the end. Additionally, there is a “sentinel” number of 99999—when this number is encountered, stop counting and return the average so far [6].

```python
def centered_average(nums):
    min_idx = 0
    max_idx = 0
    for idx in range(len(nums)):
        if nums[idx] <= nums[min_idx]:
            min_idx = idx
        elif nums[idx] >= nums[max_idx]:
            max_idx = idx
    nums[min_idx] = 0
    nums[max_idx] = 0
    sum = 0
    for num in nums:
        sum += num
    return sum / (len(nums) - 2)
```

Listing 6. **Centered Average.** Return the average of the given list without the highest and lowest values. You may assume there are at least three items in the list and that every item in the list is a number. If there are multiple highest or lowest numbers, only exclude one instance of each.

### B Qualitative Coding

Table 2. Codes from the open coding process, grouped by the category under which they appeared.

<table>
<thead>
<tr>
<th>#</th>
<th>Code/description</th>
<th>Frequency</th>
<th>Illustrative quote or incident</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Start by reading the problem description</td>
<td>4</td>
<td>[In Triangle ] First thing I would test is just kind of putting in three random numbers. Say how about...3, 4, 5, that should be a nice scalene, which is a 3...I’m currently just testing based off of the description. Thinking about this is what the code ideally should be doing. (P7)</td>
</tr>
<tr>
<td>2</td>
<td>Start by reading the provided program</td>
<td>2</td>
<td>[In Rainfall ] Here I was just kind of walking through and seeing the different if statements. (P9)</td>
</tr>
</tbody>
</table>
3 Difficulty with code comprehension complicates testing

4 Refer to code to address gap in understanding from description

5 Refer to description to address gap in understanding from code

6 Code tracing in basic blocks

7 Hesitation to begin testing with shaky understanding of the problem

8 Test result aids in problem understanding

§4.2.1 Testing with No Feedback

9 Write a basic, easy-to-reason about test

10 Run tests to get initial feedback

11 Write a test based on intuition about edge cases

12 Want to put the code through the most paces

13 Write a test based on a prominent requirement in the description

14 Write a test based on a prominent feature in the code

[In Rainfall] continue, so I don’t think I’ve ever used this, but does this mean it just continues to the next line of code? (The student does not recognize the continue keyword.) (P2)

[In Triangle] And then returning 3. [3 2 1]. Ohh, [the system] expected 0. I guess that’s not a thing, that must be there [indicates first if condition]. OK, well, that is good to know. [3 2 1], cool. (P3)

[In Rainfall, on reading the description] Because that way it’s easier to understand what the code is doing, especially since it’s not commented. (P6)

[In Triangle] Participant did not start testing till the problem was explained; sketched out potential test cases on paper to help with understanding. (P3)

[In Rainfall, runs the test and sees that the output did not match the expected value] Expected 2...Wait. Am I missing something? It’s 6...Oh, but is 0 positive number? (P5)

[In Centered Average] So I’ll just do like a simple list first, 1...2...3 (P6)

[In Triangle] Let’s do a list of only negative numbers (P5)

[Giving Selection Sort a reverse-sorted list of numbers.] That puts the code through the most paces, I think. (P1)

[In Rainfall] [The equipment] makes mistakes, reports negative amounts. So I’ll try doing negatives, so I’ll pass by that. (P3)

[In Rainfall] I first, I guess, for why-notsies I’ll...I’m first gonna write something just that breaks this [ rain_day == 99999 ] just because I want to make sure that this runs (P3)
15 Detailed program description induced student to plan tests based on description

2 [In Rainfall] Also...this was a slightly longer and more complex program...like my first thought was that’s a wall of text...although it’s really not all that complicated in terms of what it does, it lists out all the things that it should do pretty nicely, which that’s helpful. Because that gives me an idea of what should the program be doing. (P7)

16 Prefer to test based on problem understanding over source code

3 [In Rainfall] Then when I write the tests I read the prompt and again and I see different things. (Participant went as far as to scroll the source code off-screen while writing tests.) (P5)

17 Test plan formed around predicted code coverage

5 [In Triangle, before any feedback has been displayed] So I guess I’ll just write tests for all these three [Participant hovers mouse over lines 2–4 in Triangle] and...OK, so just going off like the if statements or yeah if statement. (P4)

18 Prior experience with BranchCov leads participant to think in terms of BranchCov with NoFeedback

5 [In Rainfall] Like I feel like ever since [recent CS course], like we have to have full coverage all the time, I kind of just feel like I have to look everything so everything runs. (P3)

19 Read program line-by-line and write tests for each statement

8 [In Triangle] But like with this, especially like with this setup, I can look at my code and write tests at the same time so I can just like go line by line and like look at each part of like each line and make sure that my code is like hitting every section (P6)

§4.2.2 Testing with Branch Coverage

20 Write a test targeting a particular logical branch

4 [In Centered Average] So if this current index is greater than equal to the minimum index. Then reset the minimum index to the...that index. (P2)

21 Domain knowledge plays a role when designing tests

6 [In Triangle] Ooh, that would be weird though, because right if it’s this is a big big bigger side and they have to say a second biggest side or the medium side, then technically they’re only a triangle. Is it technically a triangle when they’re equaling or when it’s an angle of zero degrees, right? Because that triangle is saying it, so I would probably say I mean I would say no, because I think you’re right, so I’m just going to go with that. (P5)

22 Ignore code coverage and test based on problem description

2 [In Triangle] Trying to remember what isosceles is. Also, based on the definition. I’m looking at the code, but I’m trying to mostly do it based on like what this [problem description] means. (P3)

23 Ignore code coverage and test based on edge cases

3 [In Centered Average] Definitely code coverage is like something I try to catch after I’ve written test cases. (P7)
<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>24</strong></td>
<td>Trace code to understand coverage gaps</td>
<td>4</td>
</tr>
<tr>
<td>[In Centered Average ] So if this current index is greater than equal to the minimum index. Then reset the minimum index to the, that index. (P2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>25</strong></td>
<td>Use a variable role to understand a gap in coverage</td>
<td>7</td>
</tr>
<tr>
<td>[In Centered Average ] ( \text{min}<em>{-}\text{index} = 1 ) I guess we just write a test where everything is less than one. (Note that the variable’s role was mis-understood here: ( \text{min}</em>{-}\text{index} ) was holding the index of the minimum value, not the minimum value itself.) (P1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>26</strong></td>
<td>Test further after code coverage is satisfied</td>
<td>4</td>
</tr>
<tr>
<td>[In Selection Sort] OK, cool also, I just thought of this, maybe like it’s just a list of more than one of the same number. (P2)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**§4.2.3 Testing with Mutation Coverage**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>27</strong></td>
<td>Create a test to kill a mutant without tracing</td>
<td>4</td>
</tr>
<tr>
<td>[In Rainfall ] OK, so I guess that has to do with...1 1 1 99999 1 1. So that should return 1. I guess in both cases. [changes input to [1 1 1 99999 2 1]] That should kill that bug. (P1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>28</strong></td>
<td>Trace the mutant program to understand it</td>
<td>7</td>
</tr>
<tr>
<td>[In Rainfall, reading a displayed mutant] So if it was... ( \text{rain}<em>{-}\text{day} ) is the thing, the element of the list. So if ( \text{rain}</em>{-}\text{day} ) is greater than 0, it should run. But if it’s greater than 1, it wouldn’t. Yeah, I’m trying to like run through what the code is doing I guess. (P2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>29</strong></td>
<td>Ignore mutants and test based on edge cases</td>
<td>2</td>
</tr>
<tr>
<td>[In Rainfall, ignoring displayed mutation feedback] I think there would be something suspicious that would happen if it was just a day with zero rainfall. (P1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>30</strong></td>
<td>Hunch that achieving code coverage for a line will also kill the mutants on that line</td>
<td>9</td>
</tr>
<tr>
<td>[In Rainfall ] So I was wondering [about] this bug and I realized that I hadn’t tested 1, even though I said it was a special number you know, in my opinion. So I was like, oh yeah, I should just try it. (P2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>31</strong></td>
<td>Direct testing efforts based on presence of mutants</td>
<td>2</td>
</tr>
<tr>
<td>[In Triangle ] OK, I think they just want me to check for each side. This [Hovers over bug badges appearing over an if statement] basically just means I think that like it doesn’t really matter like what’s coming out of here, so I should probably like actually test something that will check [that condition]. (P6)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>32</strong></td>
<td>Difficulty understanding how a killable mutant differs from the original program</td>
<td>5</td>
</tr>
<tr>
<td>[In Rainfall ] So like given this [for loop], so it’s running through, everything’s running through one, it’s running through 2, running through 3, so on and so forth, and then it, then it’s going to...You know, I’m not entirely sure how to squash this bug. [Interviewer proceeds to ask leading questions to help the participant progress.] (P10)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
33 Test further after mutation coverage is satisfied

2

[In Rainfall] I think I’d also probably want to test with some negative numbers in there. [Interviewer: Why is that?] Just because it was part of the original prompt. So I wanna make sure I guess. (P1)

§4.3 Other patterns

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>34</td>
<td>Write more tests because of a “feeling” that they are needed</td>
<td>2</td>
</tr>
<tr>
<td>35</td>
<td>Testing will not be typical if the participant is told the program is correct beforehand</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>Reflect on completeness of tests</td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>Write more tests because this is a study about testing</td>
<td>2</td>
</tr>
<tr>
<td>38</td>
<td>Write a test by changing an existing one</td>
<td>10</td>
</tr>
<tr>
<td>39</td>
<td>Design an input for a particular statement in the code</td>
<td>2</td>
</tr>
</tbody>
</table>